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ABSTRACT

Due to ever stricter noise regulations and increasing passenger comfort requirements, noise, vibration, and
harshness (NVH) simulation remains very important in the automotive industry. Noise simulation data
analysis is challenging due to the data size and complexity. The Campbell diagram is a standard tool for
noise analysis that summarizes noise for all frequencies and all operational points. We propose an interactive
approach to a detailed analysis of the noise simulation data by means of interactive visualization. This
approach, as an addition to the conventional analysis, provides additional insight into the data and facilitates
the understanding of the simulated phenomenon. We deploy a coordinated multiple views configuration
consisting of a parallel coordinates view, a 3D view, and three multi-view projections. The approach is
illustrated using NVH simulation data for a four cylinder internal combustion engine.

1 INTRODUCTION

Simulation is used in all phases of automotive design. Advanced computing technology makes it possible
to simulate using very detailed models, usually resulting in a large amount of data to be analyzed. Novel
approaches to data analysis are needed to meet these challenges. Modern automatic analysis methods can
usually find an optimum or a sufficiently good solution. Interactive visual data exploration and analysis
has established itself as a valuable approach, when, besides finding an optimum, the engineer also wants to
better understand the phenomena under investigation and get further insight. In this paper, we exemplify
such a case for noise simulation.

Ever stricter noise regulations, as well as requirements on increased passengers comfort are the main
driving force in noise, vibration, and harshness (NVH) simulation and analysis. One of two main sources
of noise and vibrations are vibrating mechanical parts of a vehicle, excited both externally (e.g., by the
road) and internally (e.g., by the engine). While at lower frequencies these vibrations can produce an
unpleasant shaking of cabin parts, those at higher frequencies produce so-called structure-borne noise.
Expert experience and knowledge is indispensable in the analysis of NVH simulation data. Currently,
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engineers are creating a set of mostly static charts, and combine them in a report which is a tedious,
error-prone, and time-consuming procedure. The Campbell charts, one of the mostly used charts in such
reports, show aggregated noise levels for many engine operation points and many frequencies.

In this paper, we focus on a detailed exploration of data for a single operating point. We deploy a new,
interactive visual analysis approach that supports the engineer in getting insight and in exploring detailed
information on individual frequency band levels for each cell of the simulation model. Our approach does
not replace the conventional workflow, but augments it when a more detailed analysis is needed. We, a group
of simulation and visualization experts, have designed the proposed approach in a series of participatory
design sessions (Hartson and Pyla 2019). We have carefully evaluated the needs of the engineers, who
deal with NVH simulation data analysis, and, as a result, we propose to use a coordinated multiple views
system to analyze the data. Very positive feedback from the engineers confirms the usefulness of the new
approach.

2 RELATED WORK

Computational simulation produces high-dimensional, large data that is in general very challenging to
visualize and analyze (Doleisch et al. 2003; Matkovi¢ et al. 2014; Matkovi¢ et al. 2018). Accordingly, we
need tools that can support an interactive analysis of such data, such as a framework for the flexible and
interactive specification of high-dimensional and/or complex features in simulation data (Doleisch, Gasser,
and Hauser 2003). Feldkamp et al. (Feldkamp et al. 2015) propose a much broader, visually aided analysis
of simulation data that includes farming approaches for obtaining data with many combinations of input
and output data. Before interactive visual analysis, data can be processed by data mining and machine
learning methods.

Interactive visual analysis requires customized views that help analysts to gain insight into all facets
of multi-run, multi-field spatio-temporal simulation data. However, not all visualization techniques are
well-suited for simulation. Vernon-Bido et al. (Vernon-Bido et al. 2015) describe a basic taxonomy of
visualization in modeling and simulation and discuss issues faced by each type. Similarly, Miiller et
al. (Miiller and Schumann 2003) provide a taxonomy and discuss general aspects of time-dependent data.
They also discuss techniques for analyzing time-dependent multivariate simulation data, as well as dynamic
presentation techniques, and event-based visualization. Fofonov et al. (Fofonov and Linsen 2018) describe
their MultiVisA tool for the interactive visual analysis of multi-run data from physical simulations based
on a number of aggregated plots and coordinated interactions.

Individual application domains introduce additional requirements for the effective visualization of
simulation data. For example, Leite et al. (Leite et al. 2016) identified challenges related to the construction
industry. Unger et al. (Unger et al. 2012) described a visual analysis concept for the validation of
geo-scientific simulation models.

The visualization of NVH simulation data must take into account the physical representation of
the simulated system and the used simulation/modeling techniques. Computer aided engineering (CAE)
techniques are frequently used to simulate noise and vibration (Hampl 2010; Prajith and Sagade 2020).
CAE techniques include finite element (FE), boundary element (BE), multi-body dynamics, computational
fluid dynamics (CFD), statistical energy analysis (SEA) and transfer path analysis (TPA).

There is a number of NVH automotive noise and analysis tools/workflows. Altair HyperWorks NVH
Director is an integrated solution that includes object-oriented assembly environment, specialized NVH
functionalities, structural analysis solver, powerful post-processing utilities, optimization, and advanced
simulation technologies (Altair 2021).

EOMYS MANATEE (Magnetic Acoustic Noise Analysis Tool for Electrical Engineering) provides the
vibro-acoustic design optimization of electrical machines under electromagnetic excitation (or e-NVH in
automotive applications) (Eomys 2021).
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3 NVH SIMULATION

One of the main automotive design process components during a new product development (e.g., a car or
an engine) is NVH (Noise, Vibration and Harshness) analysis. NVH is an umbrella term in the automotive
industry that covers noise suppression, noise design, vibration suppression and suppression of squeaks,
rattles, and ‘tizzes’ (Harrison 2004). In this context, noise refers to audible sound while vibration refers
to tactile vibration.

Noise describes audible sound, with particular attention paid to the frequency range 304000 Hz. Two
main contributing sources of noise are:
e Structure-borne noise: radiated by structural surfaces that are vibrating; it is induced by both
internal sources (e.g., engine vibrations) and external sources (e.g., road surface roughness).
* Airborne noise: resulting from fluid pressure fluctuations transferred to a vehicle’s structure (e.g.,
flow turbulence around side wing mirrors or over an open roof window).

Vibration describes tactile vibration in the frequency range of 30-200 Hz (Wang 2010). Vibrations
at higher frequencies mainly contribute to above-explained noise; vibrations at the lower end of spectrum
can produce discomfort and even health and safety issues.

Harshness describes human perception related to the quality and transient nature of the former ones.
Unlike noise and vibration that can be objectively measured as physical quantities, harshness is a more
subjective measure.

A variety of physical measurement methods is used to identify noise sources in engines and cars. While
modern methods, like intensity and holography techniques, require specialized testing setup, even the basic
measurement methods can provide useful results (Inavolu et al. 2017).

Structure-borne noise analysis targets the higher end of the vibration spectrum. The analysis starts
with a time-domain multi-body model simulation of the initial design at a number of engine speeds,
switching subsequently to frequency domain to calculate model’s outer surface velocity levels that are
responsible for noise radiation.

First we need to calculate the mean normal-to-surface velocity value ;a of the jth surface patch (typically
the face of a 3D finite element) for each harmonic using equation (1) where 74, 1s number of patch
nodes.

a;
node i belonging to patch j

P (1)

Npatch

We can then calculate either the integral mean velocity level 4L on a surface of area A, using equation
(2) or the integral normalized velocity level wrt. a reference surface of area Ay using equation (3).

1 N
AL =10-logy, (azA jaz'Aj> (2
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In equation (2) Ay, is the total surface area, N is the number of surface patches with areas A; (j=1,...,N),
;ja is the mean (average) velocity amplitude on the jth patch, and ao is the reference velocity.

1 &,

0 j=1

In equation (3) Ag is the reference (normalized) area. The integral mean and integral normalized velocity
levels (expressed in [dB]) given by equation (2) and equation (3) are evaluated for a single frequency. They
can be defined/evaluated also for frequency bands like octave bands, third octave bands, or user defined
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bands. The integral normalized velocity level is thus defined by equation (4).

1 N
AL=10'1ogm< )3 zAOZjaz‘Aj> @)

freq. band Ay j=1

The expression given by equation (5) represents the contribution to the integral velocity level of an
individual frequency band (harmonic).

1 ¥,

a-A (3)
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Term ﬁ does not depend on the frequency, so the final expression for the integral normalized velocity
()
level is given by equation (6).
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The integral mean velocity level for a frequency band is defined similarly.

4 VISUAL ANALYSIS OF NOISE SIMULATION DATA

The data used in this paper is based on a multi-body dynamics (MBD) simulation of a front-wheel drive
(FWD) demo model using AVL EXCITE™ (AVL 2021), a tool for advanced durability and NVH analysis.
We compute velocity levels for each finite element face (cell) at the outer surface of the 3D FE model.
In our case, it is a four-cylinder internal combustion engine with 12 173 cells in the model. We use the
aggregated values for 22 third octave bands for each cell.

The analysis of the simulation data results in Campbell diagram (Figure 1a). It summarizes overall
integral velocity levels for all frequencies and for all engine speeds. It is of great help for spotting critical
points and identifying potential problems. Still, it is a highly aggregated depiction, and many computed
values remain hidden. One horizontal line in the plot shown in Figure 1a corresponds to one engine speed.
For a single speed we have values for 22 third octave bands for each of the 12173 cells. Sometimes,
engineers need means to drill down into the data to get more detailed insight. In a case when all velocity
levels of all cells are needed, the use of a 3D depiction of the model with color-coded levels is a logical
next step. Figure 1b shows such a visualization for our engine and for one third octave frequency band,
i.e., the 2000 Hz band in this case.

When analyzing velocity levels, experts are primarily interested in:

» Comparison of velocity levels across frequencies — what are the velocity levels across all frequencies
for certain cells?

» Feature localization — which cells have a certain velocity level?

* Local exploration — what are the velocity levels of cells at a certain location?

Answering these question helps engineers to understand the system under investigation and provides
insight and understanding regarding the underlying physical phenomena. Identifying maximum velocity
levels is certainly necessary, but understanding why they happen adds additional value.

By now, interactive visualization has established itself as a premium medium that provides insight into
complex data. In order to support the engineers in answering the identified analysis tasks, we propose to
use coordinated multiple views (Roberts 2007), a well known concept from interactive visual analysis, in
explore and analyze the velocity levels at different levels of detail.

Figure 1a shows aggregated values of all cells for all frequencies, and the 3D view in Figure 1b shows
the values for one third octave band only. We only see a subset of the cells and the user has to rotate, zoom,
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Figure 1: a) The Campbell diagram is a standard way of depicting noise data. Aggregated noise levels
for all frequencies (x-axis) and all engine operational points (y-axis) are shown. b) A 3D view with color
coded velocity levels is often used to examine data for a single frequency and a single operational point.

or cut through the model in order to see all cells. As we want to show the values for all frequency bands
and for all cells at once, another type of visualization is needed. The parallel coordinates plot (Inselberg
and Dimsdale 1990; Inselberg 2009) has been designed to depict multidimensional data. It represents an
appropriate choice for the first task, i.e., for the comparison of velocity levels across frequencies.

4.1 Parallel Coordinates

The main idea of the parallel coordinates plot is to use a vertical axis for each attribute of the data records. For
each record, the points on the axes that correspond to the values of the attributes, are visually connected in
that each data record is represented with a polyline across all axes. Figure 2a shows the parallel coordinates
plot of our data. Each axis stands for one third octave band, and the values for each cell are connected
by a polyline. Usually, each axis is scaled individually so that the attribute’s minimum-maximum range
spans the entire axis. As we are interested in absolute velocity levels, we scale the axes with the global
minimum and maximum as shown in Figure 2b.

Parallel coordinates represent an excellent choice for our task of comparing velocity levels across the
frequency bands. We can see which third octave bands cause the highest velocity levels. In our case it is
the 63 Hz third octave band. The engineers need to decide if almost 130 db is too high for this frequency.
As the frequency is relatively low, the velocity level will not be perceived as uncomfortable for humans.

Static parallel coordinates provide some valuable insight. In order to fully exploit their potential,
support for user interaction is needed. Correlations between neighboring axes can be easily seen without
interaction, but if we want to see what is happening with certain records over all dimensions, interaction
is needed. We support two types of interaction: (1) mouse over highlighting and (2) composite brushing.
Each of them is motivated by a different task. The mouse over highlighting emphasizes the records under
the mouse cursor. Figure 3a shows an example. The user places the mouse cursor over low values for
the 1600 Hz third octave band. All records with low values are highlighted. Now we can see that the
highlighted records have mostly low values for the third octave bands with higher frequencies, and that
they are spread over a much wider range for the lower frequencies. Mouse over highlighting provides
immediate response and it is an excellent way for a quick and flexible exploration to get a first impression.

When it comes to a deeper drill down, we need composite brushing. Here, the user brushes (selects)
a range on an axis, and all brushed records are highlighted. Now the selection can be moved or re-scaled
on the axis, or a new brush can be created. The brushes can be combined by Boolean operations. In the
case shown in Figure 3b, two brushes are combined using AND operation. The records having high values
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Figure 2: a) A parallel coordinates plot shows the velocity levels for all cells of the simulation model.
Each axis represents one frequency band, and each cell is represented by a polyline that connects the cell’s
velocity levels across all frequency bands. All vertical axes are scaled according to the band’s minimum
and maximum values. b) The same data is shown with different axis scaling. All axes are scaled according
to the global minimum and maximum values.

for the 630 Hz and for the 250 Hz third octave bands are selected. Interestingly, these records form two
clusters for some bands (31.5, 63, or 315 Hz, for example). We can further brush with an additional brush
to see if these are two clusters that are consequently split over the frequencies.

4.2 3D Views

We deal with spatial data, so we need 3D views in order to support the remaining two tasks, i.e., feature
localization and local exploration. The conventional 3D view (Figure 1b) conveys the 3D model very
efficiently, but it suffers from two drawbacks. First, it shows only a subset of the data, back-facing surfaces
are not visible. The user has to turn the model in order to see all brushed cells. Secondly, it is not easy to
select cells on the surface due to ambiguity resulting from the projection to 2D.

In technical drawings, for example, a similar problem is solved by a multiview projection—a set of
orthographic 2D projections that represent the form of the 3D object. In such a solution, there are mostly
3 views, i.e., front view, top view and end view. We use the same idea in combination with a points-based
3D view. As shown in Figure 4a, in the top left corner the 3D model is depicted by points placed in the
center of each cell. The point size corresponds to the cell’s area, so that engineers can see if cell areas
are large or small. The use of points instead of cell rectangles makes it possible to see through the model.
Since the engineers are familiar with the 3D model, the mental model of the engine remains intact although
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Figure 3: a) Mouse-over highlighting shows the values for data items under the mouse cursor when user
hoovers over the plot. The user sees the data distribution and the correlation between frequency bands. b)
Brushing or interactive range selection makes it possible to select certain ranges on the axes. Here, two
ranges are selected (black rectangles) and combined by the Boolean AND operation. An arbitrary number
of brushes can be combined.

only points are used to show the 3D geometry. The three projections make it easy to select certain parts
of the model much more efficiently compared to the direct selection in a 3D view. Figure 4b shows an
example where user brushed the manifold in the lower left projection using a simple rectangular brush.

4.3 Coordinated Multiple Views

All proposed views are linked, which means that brushing in any view (data subset selection) highlights
the corresponding items in all views. If the user brushes high velocity levels for the 630 Hz band, for
example, as shown in the parallel coordinates plot in Figure 5, the projection views and the 3D points-based
view highlight the cells that have these high values. In this case, there are two parts of the engine that are
affected. The three conventional 3D views on the right in Figure 5 show how the user needs to rotate the
view in order to see all parts. This slows the exploration.

It is plausible to reason that different engine parts will have different noise characteristics. We thus
refine the selection in our example and combine the brush in the parallel coordinates plot with a brush
in one of the projections. Figure 6a shows the views when the upper part of the engine is selected, in
addition to the high values of the 630 Hz band. We see now higher velocity levels for the lower frequencies
compared to the original brush, as seen in Figure 5. If we now move the brush, so that the lower part of the
engine is selected, the situation changes (Figure 6b). As there are more cells in the lower engine part, we
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b
Figure 4: a) In addition to the conventional 3D view (Figure 1b), we use a points-based view that shows
a point for each cell center. The advantage is that the user can see all points at once, no faces are hidden.
The point size corresponds to the cell area. We also show three orthographic projections to ease interaction.

b) The user selects a part of the engine in a 2D projection. A simple rectangular brush (red rectangle in
the lower left projection) is sufficient. Such a selection would be more complex in 3D.
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Figure 5: Data subsets can be selected (brushed) in any view (the parallel coordinates plot is brushed
here) and all linked views emphasize the corresponding data items. The three 3D views on the right show

how the user needs to rotate the 3D model in order to see all brushed cells. In the points-based 3D views
with 2D projections all cells are visible.
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Figure 6: Composite brushing makes it possible to drill-down by refining selections. a) The user refines
the brush on the parallel coordinates plot with a selection in the 2D projection view. b) The user moves
the brush to compare velocity levels across different engine regions.

want to refine this selection for more investigation. We can easily add a brush in any view that selects just
a part of the selection. We use the lower right view to refine the brush (Figure 7a). Moving the brush to the
right selects another subset (Figure 7b). In this way, the user explores the data in an iterative way, refining
the selections as needed. Finally, for the last selection there are many high values of the high frequency
bands. The user can now further refine this selections by adding brushes in the parallel coordinates plot.
We added two more brushes in this example to identify the most excited cells as shown in Figure 8. Only
two views are shown here due to space constraints.

This short example illustrates the main idea of our new approach to an interactive visual exploration
of the simulation data. This approach makes it possible to quickly identify potential areas that have to be
further examined, and, at the same time, it helps the engineers in understanding the whole system. It is a
quick and easy entry point to the analysis. Once potential problems are identified, the engineers have to
carefully think about possible improvements and suggest ways of achieving them. Numerous tools help
them on the way towards the final result.

5 CONCLUSION

Analyzing NVH simulation data is a challenging task, relying substantially on the expertise of engineers. In
order to support them in a deep analysis of simulation data, we propose to use interactive visualization with
coordinated multiple views. This approach nicely complements the common analysis workflow, providing
an interactive quick way to identify possibly problematic areas. Simulation experts who evaluated our



Matkovié, Gracanin, Splechtna, Todorovié, Goja, Bedié¢, and Hauser

B Comis - Table: SmalData (0] Group: Al (0] — 0 X | |BEComvis Table: SmaliData 0] Group: ANl 0] - o x
Fie View Tooks Help Oldfools Loyout Per Toble View Docking Brushes Fie View Tools Help OldTools Layout Per Table Vew Docking Brushes
@ @ |3 B FHE LUUHHE T E@R PR 0 LO &% &L B | F S Ul =d B &R D% 1 [p@0 0 %8 &2

Groun: Al 0]

B

1300 1300 1300 1300 1300 1300 1900 1300 1300 1300 1300 1300 1300 1300 1200 1300 10 1300 1300 1300 1300 1300
T 1

461 41 461 b1 4
o3 252 AW o3 50 Hz AW
s

1 481 1 481 481 481 481
o 33150 He AW £
03315 H AW - A o e 03 1000 Hz AW 32000 He AW

a0 2

a8
73100 He A g
o 125 He AW 3250 He AW J5'500 Hz A
"

i ) i o500z
A 60tz s e AN o3 1280 H AW o3 2500 H AW 5380z AW 3160 He AW 05315 Hz AW 5630 Hz AW

a b

Figure 7: a) The user further refines the selection from Figure 6b by selecting only the left part of the

engine in the lower right projection view. b) The user moves the last brush to select the right part of the
engine. All views are updated instantly.
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Figure 8: The selection can be further refined in any view. Here, the user brushes the parallel coordinates
plot again to see the most excited cells. This can serve as a basis for a subsequent investigation.

new approach appreciate the intuitiveness and high interactivity of the system which makes it possible to
quickly explore various scenarios.

The proposed approach supports the comparison of velocity levels across all frequency bands by parallel
coordinates. It makes it possible to localize identified features by the use of the points-based 3D view,

together with its corresponding projections. Finally, it supports neighborhood exploration by means of
composite brushing.
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Due to the ever increasing time pressure, simulation experts strive to automate the analysis as much as
possible. Nevertheless, despite all the disadvantages that an interactive approach has (e.g., the results are
not easy to reproduce, a lot of time has to be invested by well-trained experts), the proposed interactive
approach received very positive feedback. This indicates that interactive approaches should be considered
for other tasks in simulation workflow, as well.
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