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Kurzfassung

Die Verhinderung von Erdkatastrophen wie Asteroidenkollisionen hat für viele Organisatio-
nen und Wissenschaftler hohe Priorität. Die Untersuchung möglicher Ablenkungsoptionen
für Asteroiden und das Verständnis der Einflussfaktoren sollten Fachexperte dabei helfen,
Verteidigungsstrategien und Reaktionspläne zu erstellen. Zu Forschungszwecke verwenden
Wissenschaftler in der Regel Simulationen, die einen realen Prozess über einen bestimmten
Zeitraum abbilden und somit ein effektives Mittel sind, um einen Asteroideneinschlag
und seine Folgen zu demonstrieren. In dieser Arbeit wird ein interaktives Visualisie-
rungstool in Virtual Reality (VR) verwendet, um Simulationsergebnisse nachvollziehbar
zu machen. Immersive Systeme wie VR werden in verschiedenen Anwendungsbereichen
und zu unterschiedlichen Zwecken eingesetzt, wie zum Beispiel zur Unterhaltung, für
medizinisches oder militärisches Training, Rehabilitation, Psychotherapie, Visualisierung
und visuellen Analysen. Mit Hilfe von VR-Software und der notwendigen Hardware von
immersiven Systemen können realistische Bilder und 3D-Szenen aus der realen Welt
dargestellt werden, um den Eindruck des völligen Eintauchens und der Anwesenheit zu
erzeugen.

Ausgehend von diesen Überlegungen entwickeln wir in dieser Arbeit ein interaktives
Visualisierungstool in VR, um Fachexperte bei der Untersuchung der Eigenschaften
und Merkmale von Asteroideneinschlägen zu Verteidigungszwecken zu unterstützen.
Dazu verwenden wir die zeitabhängige multivariate Einschlagssimulationsdaten. Die
Umsetzungsanforderungen werden gemeinsam mit Fachexperten in Form von Aufgaben
formuliert und stellen die wesentlichen Eigenschaften dar, die das System enthalten sollte.
Als Ergebnis enthält das System eine 3D-Punktwolkenvisualisierung zur Veranschauli-
chung des Einschlags und der Datenstruktur sowie verschiedene Explorationswerkzeuge
zur Analyse und Untersuchung der Punktwolkeneigenschaften. Das zentrale Werkzeug
im System wird Probe genannt und ermöglicht es, die Eigenschaften verschiedener Be-
reiche zu messen, sie miteinander zu vergleichen und Zustandsänderungen im Laufe der
Simulationszeit zu beobachten. Neben der effektiven Untersuchung ist die Interaktivität
ein weiterer wichtiger Faktor, der zu einem flüssigen und natürlichen Erlebnis beiträgt.
Daher bieten wir verschiedene Technicken zur Navigation und Objektmanipulation an,
um eine intuitive und reibungslose Interaktion mit dem System zu ermöglichen. Da die
Auswahl der Explorationswerkzeuge für die Fachexperte und die Lösung ihrer Aufga-
ben von entscheidender Bedeutung ist, evaluieren wir unser System zunächst mit den
Fachexperten, um festzustellen, ob das System die erforderlichen Funktionen bereitstellt
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und ihre Anforderungen erfüllt. Ein weiterer wichtiger Aspekt unseres Systems ist die
Interaktivität und Benutzerfreundlichkeit, die wir durch eine Benutzerstudie evaluieren.
Wie wir in unseren Evaluierungsexperimenten zeigen, erleichtert unser VR-System den
Wissenschaftlern den Explorationsprozess. Es unterstützt sie dabei, neue und bisher
unentdeckte Eigenschaften, Muster und Tendenzen in den Daten zu finden.



Abstract

The prevention of Earth disasters like asteroid collisions is a high priority for many
organizations and scientists. Studying possible asteroid deflection options and under-
standing the influencing factors should help domain experts create defense strategies
and response plans. For exploration purposes, scientists typically use simulations that
represent a real-world process over time and are thus an effective way for demonstrating
an asteroid impact collision and its after-effects. In this work we use an interactive Virtual
Reality (VR) visualization tool to make simulation results comprehensible. Immersive
systems like VR are used in different application domains and for multiple purposes,
such as entertainment, medical or military training, rehabilitation and mental therapy,
visualization, and visual analytics. With the help of VR software and the necessary
hardware of immersive systems, realistic images and 3D scenes from the real world can
be rendered to create the feeling of full immersion and presence.

Based on these considerations, in this work, we develop an interactive visualization tool in
VR to support domain experts in studying the properties and features of asteroid impact
events for defense purposes. We use time-dependent multivariate Impact simulation
data. The implementation requirements are formulated together with domain experts
in the form of tasks and represent the main features that the system should include.
As a result, the system incorporates a 3D point cloud visualization to illustrate the
impact and the data structure and various exploration tools to analyze and examine
the point cloud properties. The central tool in the system is called a probe, allowing
to measure the characteristics of different regions, compare them, and observe state
changes during simulation time. While effective exploration is the primary goal of our
system, interactivity is another important factor contributing to achieving a smooth and
natural experience. Therefore, we provide various grasping and navigation techniques to
support an intuitive and effortless system interaction. As the selection of exploration
tools is essential for the domain experts and for solving their tasks, we first evaluate our
system with them to answer whether the system is providing the necessary features and is
fulfilling their requirements. Another important aspect is the interactivity and usability
of our system, which we evaluate through a user study. As we show in our evaluation
experiments, our VR system eases the exploration process for scientists. It supports them
in finding new and previously undiscovered properties, patterns, and trends in the data.
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CHAPTER 1
Introduction

Figure 1.1: Interactive exploration of the Impact simulation data in VR

This work presents a novel system for visualization and interactive exploration of time-
dependent multivariate data in Virtual Reality (VR). The work is conducted as a design
study on the Impact simulation data provided by Maindl et al. [MS19]. The data
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1. Introduction

Figure 1.2: Single frame from the Impact simulation data

simulation represents the surface shattering and alternation of an asteroid moon after a
collision with an impactor spacecraft. The purpose is to analyze how such an impactor
could deflect an asteroid to avoid a possible collision with Earth and investigate the factors
influencing the deflection. The simulation consists of 400 frames and more than a million
3D points, changing their spatial location over time. Each point has its own attributes
that define its properties. The attributes include position, speed, mass, density, energy,
pressure, porosity, and other domain-specific internal simulation values. A screenshot of
a single frame from the animation of the Impact simulation data is shown in Figure 1.2.
The goal is to interactively explore the data and analyze and compare different regions in
Virtual Reality by providing various tools and informative visualizations. The resulting
VR visualization and exploration system of the Impact simulation data can be seen in
Figure 1.1.

For the astronomy background and applications, we used data provided by the University
of Tübingen and the University of Vienna. The design was constantly accompanied
by domain knowledge and feedback from partner astronomers - Thomas Maindl and
Christoph Schäfer.

1.1 Motivation and Problem Statement

Why and how are visualizations and interactions important?

Data visualization has become an integral part of many scientific disciplines and, even
in social lives [OOKO15]. It plays a crucial role in helping interpret and make sense of
complex data since it is the main bridge between the raw content of the data and the
human intuition, allowing to gain knowledge and insight. With the help of powerful tools
and visualizations such as graphs, plots, and charts, researchers can gain visual context
and structure of the data. These visualizations are more natural to understand and make
identifying trends, patterns, and outliers in large datasets easier. Modern technologies,
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1.1. Motivation and Problem Statement

Figure 1.3: 3D point cloud model of the Colosseum in Rome [SCS+10]

such as computers, expand the possibilities for visualizations by also providing interaction
techniques. Through interactions, scientists can manipulate the visualization, change
the viewing perspective, filter out parts, highlight regions, and explore and depict data
in a clear and meaningful way. However, each data type has its own properties, like
dimensionality, domain, structure, and many more. For this reason, depending on the
geometry and topology of the data being modeled and the intended purpose, various
types of visualizations can be utilized. For more complex or novel data, finding the most
appropriate visualization can sometimes be challenging, which is why the research is so
extensive in the field and continues growing by searching and exploring innovative and
more expressive ways for visualizing data.

What is specific about the Impact simulation data?

The Impact simulation data in this work is, in its nature, time-dependent multivariate
data consisting of multiple 3D points. The representation of a 3D object or model via a
large number of 3D points is called a point cloud (Figure 1.3). Point clouds are most
commonly obtained by scanning the real world through various scanning methods, such
as laser scanning or photogrammetry. While laser scanners typically produce colored
points and radiance values, simulations intrinsically add the time component and other
multivariate data, including various attributes and dozens of domain-specific internal
simulation values. Therefore, the visualization and exploration of data like the Impact
simulation data is even more complex since the domain experts need more measurement
values and attributes to explore and understand. Also, the time-dependent aspect of the
simulation data makes the exploration more challenging and requires the introduction of
specific tools supporting temporal exploration.

Why using Virtual Reality to visualize the Impact simulation data?

The analysis of time-dependent multivariate data requires spatial and temporal queries
and various plots and graphs for visual exploration to gain insight. While visualization
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1. Introduction

and basic interaction techniques in 2D space work well for various tasks, navigation,
spatial queries, and analysis of multivariate data are particularly challenging when using
2D user interfaces [DRST14]. As Cordeil et al. describe in their paper [CCD+17], using
a 2D screen to project 3D data suffers from various inherent issues such as perspective
distortion, occlusions, and interaction limitations using a 2D input device. In this context,
we expect that an immersive system for exploring the Impact simulation data would offer
more freedom and more exploration and interaction possibilities.

Previous research shows an evidence for the benefits of using VR immersive systems
to explore three- or higher-dimensional data [LPF+09][CCD+17][OJC+17]. Immersion
provides numerous advantages compared to traditional 2D visualization tools [ACC99].
When dealing with multivariate data obtained from a 3D medium, its analysis and
exploration is a natural application in VR, since it grants freedom to intuitively interact
with the environment by observing the data from arbitrary angles and positions as it
happens in the real world. A VR environment allows the direct selection of 3D regions
of interest, creating 3D annotations, and performing simple measurements [EDC+19].
These exploration capabilities that immersive systems offer are particularly relevant for
the Impact simulation data, since one of the main goals is to investigate different regions
of interest and measure values of the given attributes. The possibility to be "within" the
data and directly interact with the model speeds up the process of its understanding
and interpretation [LPF+09]. Therefore, we will explore the visualization and interaction
possibilities for time-dependent multivariate point cloud data by immersion into Virtual
Reality and will evaluate the effectiveness of this technology for such a type of data. The
work will be conducted as a case study on the Impact simulation data in VR with an
HTC Vive hardware.

1.2 Contribution

This thesis is a continuation of a former baseline implementation of a 2D system [VS20]
for visualization and analysis of the Impact simulation data, which is provided by T.
Maindl and C. Schäfer [MS19]. The implementation requirements were defined together
with the domain experts in the form of specific tasks that should be solved with the
help of the application. Within the baseline project’s scope, a system was implemented
consisting of a 3D point cloud of the asteroid points with a 2D UI on a traditional desktop
to interact with the environment. The 2D UI elements provide various interaction
possibilities with the 3D view. The primary exploration tool is the probe, which, in
general, represents a 3D object that can be resized and placed anywhere in the point cloud,
allowing domain experts to investigate the region’s features. The probe in the baseline
implementation is a cuboid with a fixed position and size and cannot be transformed
and is used to explore only the region at the impact crater. The exploration happens
with the help of two interactive visualizations embedded in the application - a histogram
and a parallel coordinates plot. These visualization plots represent the data distribution
and relationships. They control and facilitate the direct manipulation of the 3D view by
brushing and filtering. The probes are settled at a fixed position because, according to
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1.2. Contribution

Figure 1.4: Region comparison with two spherical probes for the attribute density

the domain experts, the visualization center is the most interesting and informative part
for analyzing. Furthermore, it is cumbersome to manually select the desired cuboids in
3D space precisely using a 2D screen and a 2D interaction device due to occlusions and
perspective distortions.

In this thesis, we aim to provide a novel system in Virtual Reality that can fulfill the
exploration requirements and tasks of the domain experts and allow the visualization
and interactive analysis of the multivariate time-dependent Impact simulation data. The
requirements and tasks were defined after several meetings and discussions with the
domain experts. Since the probe is the central exploration element, with the help of an
immersive system with stereoscopic vision and controllers with six Degrees of Freedom
(6DOF), the user can easily create probes manually by using the controllers and in
this way, also explore other regions than the impact crater. Additionally, we aim to
provide tools with expressive statistical plots, such as box plots, to compare states of the
simulation at different regions and time-steps (Figure 1.4). To find the most meaningful
and informative visualizations and interaction techniques for the given data and task,
various aspects are researched and considered. Based on our findings, we propose a
flexible VR system to solve all essential tasks and ease the exploration and understanding
of the Impact simulation data. In our work, we also formulate various tasks together
with the domain experts to evaluate the resulting system’s effectiveness in a user study.
To summarize, in this thesis, we have the following contributions:

• We propose a novel VR system for visualizing and interactively exploring the
Impact simulation data to support domain experts in studying the features of
impact events.

5



1. Introduction

• We expand the 2D UI controls from the baseline application and integrate them
into VR to provide additional settings for data visualization and analysis.

• For facilitating exploratory tasks, we provide spherical probes with modifiable
size to place them on regions of interest and retrieve a graphical representation of
attribute distributions displayed by histograms. Moreover, our system supports
multiple regions comparison to observe attribute changes and properties at several
locations simultaneously. Lastly, we also support a single probe’s time comparison,
allowing domain experts to observe attribute changes at a specific location for
multiple frames.

• We propose various rendering modes (impostor rendering, transparency) tailored
explicitly for VR to improve perception and visually enhance the properties of the
point cloud.

• Combining various menu types and interaction techniques, we allow the system
manipulation in numerous ways. We provide close-range grasping techniques,
long-range pointing techniques for object manipulation, radial menus at the VR
controllers, and static 2D menus placed in the 3D space.

• We demonstrate the effectiveness of our system by conducting an evaluation with
a domain expert, who tests various aspects of the resulting system and solves
various tasks he would need when doing research.

• Lastly, we conduct a user study to determine the system’s usability, expressiveness,
and interactivity. The users perform various pre-defined exploration and analysis
tasks. In the end, they answer several questionnaires to rate different aspects of
the system.

1.3 Structure of the Thesis

Chapter 2 gives an overview of related work, including various fields and applications where
VR is integrated, different systems for data visualizations, interactions, and metaphors in
VR, and previous research regarding possible issues concerning immersive environments.
Chapter 3 informs about the requirements and domain experts’ task for the analysis of the
Impact simulation data. A description of the baseline project implementation used in this
work for visualizing the Impact simulation data on traditional 2D displays and interaction
devices is given in Chapter 4. Chapter 5 gives a detailed description of the resulting
VR system for visualizing and exploring the Impact simulation data using multiple
visualizations, interaction techniques, and animations. Different perceptual issues and
performance challenges and their solutions are discussed in Chapter 6. Chapter 7 covers
implementation and structural details of the system. A domain expert evaluation and a
user study investigating the effectiveness, usability, and intuitiveness of the system is
presented in Chapter 8. Chapter 9 concludes the thesis and provides information about
possible future work and further developments.

6



CHAPTER 2
Related Work

This chapter overviews virtual reality technology, including its history, different usages,
benefits, as well as some issues and limitations of immersive systems. The chapter is
separated into six different sections, each covering a different aspect of VR. The first
section gives a brief overview of the history of VR and its various fields of application to
introduce the reader with this kind of technology and its diverse usages. After that follows
a section covering empirical pieces of evidence for the benefits of using Virtual Reality
for different domains and tasks. Section three describes immersive data analysis and
visualization with the help of VR environments. Information about different visualization
libraries and toolkits used in VR is given in the fourth section. The fifth section represents
the performance measures of such a system, including motion-sickness and perception
issues. The final section summarizes possible interactions, navigation, and system control
techniques used in immersive environments.

2.1 Virtual Reality and Fields of Application

2.1.1 Brief Overview of VR History

Virtual Reality is a technology that exists for already more than five decades and provides
entirely artificial, computer-generated environments. Ivan Sutherland presented the very
first concept of such kind of technology in 1965. His idea was to “make that (virtual)
world in the window look real, sound real, feel real, and respond realistically to the
viewer’s actions” [Sut65]. Since then, many different immersive systems and devices have
been created, such as GROPE, VIVED, CAVE [MG99] and some modern ones like HTC
Vive, Oculus Rift [APSK20]. Although there are many definitions of how VR actually
can be described, they all portray an experience that is interactive and immersive (with
the feeling of presence) in a simulated (autonomous) world [Zel92]. Similarly to that,
Burdea and Coiffet [BC03] present the main objective of Virtual Reality; they formulate
it as the 3I – immersion, imagination, and interaction, shown in Figure 2.1.

7



2. Related Work

Figure 2.1: 3I of Virtual Reality [BC03]

As Mazuryk and Gervautz [MG99] describe in their research, there are various kinds of
VR systems (Desktop VR, Fish Tank VR, Immersive Systems), each of them providing a
different level of immersion. Immersive systems are the ultimate version that allows the
user to totally immerse in a computer-generated world. The structure of VR systems
usually includes an input device, output device, and software. The input devices allow
the user to interact and communicate with the system. The output devices represent
the virtual environment and mostly contribute to the generation of an immersive feeling.
The software also plays a significant role in the system since its primary purpose is to
manage the I/O devices by analysing the incoming data and generating proper feedback.
Figure 2.2 illustrates a typical structure of the components of a VR system.

Figure 2.2: Components of a VR system [Zha17]

2.1.2 Application domains of VR

Since VR grants a total immersion experience, provides an environment with 6DOF, and
allows the precise detection of movements within the rendered scenes through continuous
motion tracking, it finds usages in many different fields:

8



2.1. Virtual Reality and Fields of Application

Figure 2.3: Types of Senses in VR [Dan19]

Entertainment
Video games are one of the leading entertainment media at present [Dan19]. One of the
most common applications of Virtual Reality systems can, thus, be found in the gaming
industry. VR allows the users to be present in another world and reality, interact with
objects, and explore the environment as if they are in the real world. To achieve the
notion of realistic situations, VR systems focus on the five types of senses (Figure 2.3) a
user can experience without the risk of causing actual harm or damage. Some popular
VR games can be seen in Figure 2.4.

Industry
Except for entertainment, Virtual Reality has also been actively used in the industry and
for manufacturing. It helps engineers and designers to explore and interact with the data
in a natural way and thus supports decision making and enables innovations [BV17]. One
example is its application in the automotive industry. Ford Motor Company, for instance,
has a virtual manufacturing program that not only allows them to shape the design of
their cars, but is also used as training for the employees (Figure 2.5a). The goal is to
evaluate the overall safety of the assembly process and also determine task feasibility
and proficiency to ensure high-quality vehicles for the customers [For15]. Similarly, VR
is also used in the aerospace industry. For instance, Embraer’s Virtual Reality Center in
Brazil (Figure 2.5b) was established to help engineers visualize the structure and system
of an aircraft during the development phase to reduce the time needed for building a
new aircraft [FSB16].

Training and Education
Many areas and scientific fields require specific knowledge, set of skills, and training in
advance to perform a particular task. Some of these fields like mathematics, physics,
or mechanics, however, often include challenging tasks that require a high level of
spatial imagination and good orientation in 3D space [HVV21]. In such cases, a Virtual
Reality platform can help in reducing complexity and provide a more natural studying
environment. Hácha et al. [HVV21] provide such a framework for immersive education

9



2. Related Work

(a) Beat Saber (b) Star Trek: Bridge Crew

(c) Obduction (d) Catan VR

(e) The Climb (f) Arizona Sunshine

Figure 2.4: Popular VR Games [Ste18]

(a) Virtual Manufacturing Technology in Ford
[For15]

(b) Embraer’s Virtual Reality Center in Brazil
[FSB16]

Figure 2.5: Examples for VR in the industry
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2.1. Virtual Reality and Fields of Application

in computer graphics. The system allows students to interact with 3D objects, annotate
items and components, and observe the changes from various angles (Figure 2.6a). Virtual
Reality also finds a place in medical training [GSB+18]. Using such technology can help
professionals and students practice and determine their level of competence for medical
treatment. In this field, it is essential to have the proper knowledge and enough practice
before performing surgery on a patient. As Samadbeik et al. [GSB+18] show in their
research, Virtual Reality proved to be helpful in improving the learning process and
increasing the accuracy in medical practise (Figure 2.6b).

(a) VR framework for computer graphics educa-
tion [HVV21]

(b) Virtual Reality for surgery training [Vis17]

Figure 2.6: Examples for VR used for education and medical training

Rehabilitation and Mental Health Therapy
Another major utilization of VR can be found in mental health therapy and rehabilitation.
It can help individuals deal with various medical conditions and disorders and improve
their health. Such conditions include anxiety, pain management, stress and depression,
eating disorders, addiction, and substance abuse [JKBWG18]. For instance, burnt
patients experience excessive pain during medical procedures, such as burned wound
dressing changes. VR is used in such cases as a distraction. Hoffman et al. [HRB+06] used
a special software called SnowWorld (Figure 2.7a) that portrays an icy cold environment
as a contrast to the unpleasant memories of warmth and burning the patient has. To
investigate the effectiveness of their system, they used an fMRI to measure brain activity
with and without the usage of VR. The results of their study show that pain-related brain
activity is reduced when using VR (Figure 2.7b). Additionally, immersive environments
are used to help people decrease or overcome different kinds of phobia such as fear of
heights [FHF+18], fear of flights [RCGMBB13], or fear of spiders [MV19]. The treatment
includes a gradual exposure to the problem with a controlled increase of the stimuli by
the therapist. This treatment, however, only works if the patient feels present in the
virtual world.
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(a) SnowWorld VR fantasy [HRB+06] (b) Pain-related brain activity is reduced during
immersive VR [HRB+06]

Figure 2.7: Examples for VR used for rehabilitation and mental health therapy

Modelling and Design
VR is also widely used for planning, modelling, and designing, especially in architecture.
It not only provides virtual entities that represent real-world views, but also enhances
collaboration among designer teams. Cooperation is particularly essential in the early
design stages to identify the consequences of their design decisions and better understand
the final results [PNFG15]. Construction planning and urban modelling are other areas
where VR proves to be useful. By creating immersive construction simulations in VR,
architects and designers can anticipate potential problems and improve delivery [DODB20]
(Figure 2.8).

Figure 2.8: VR for architecture, modelling, design, and construction planning [DODB20]
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Visualization
Another field where VR gains more and more popularity are different scientific visualiza-
tions that can support research and exploration. As early work demonstrates, using an
immersive environment helps researchers to more efficiently investigate various scientific
fields. Examples for such fields are shape perception [DJK+06], structural analysis of
underground cave systems [RKSB12], brain tumors [ZDK+01], MRI [CCAL12], pale-
ontology [LBS14], exploration of 3D trajectories [HHRD+18], coronary artery grafts
[LPF+09], and many more. The following section will cover the usage of VR for scientific
visualization in more detail.

2.2 Empirical Evidence for the Benefits of Virtual Reality

The different fields and applications of VR technology described in the previous section
are one evidence for the benefits of an Immersive Environment (IE). As Bowman and
McMahan [BM07] describe in their research, those different applications can be taken as
success stories. According to the authors, the success lies in the fact that all of them
require realistic experiences, precisely what VR systems provide. Realistic experiences
include a high level of sensory fidelity (visual, auditory, and other sensory cues) to
resemble the real world. For instance, in phobia therapy, the goal is to trigger the brain’s
fear structures activated by the patient’s perceived sensory stimuli. VR technology can
produce sufficiently realistic sensory stimuli to trick the patient into believing what
he/she sees is real. In medical or military training, VR is also highly beneficial since
the goal is to teach the trainee to perform the right actions when exposed to the same
situation in real life. However, VR systems do not always need to resemble real-life
scenes or situations entirely. They can go far beyond that, which is the case in VR game
applications. Still, IEs are also advantageous in this field because such games aim to
entertain and engage the user by offering novel situations that are impossible in the
real world. VR technology offers additional sensory cues that are not available in most
gaming systems. To summarize, many applications require specific sensory stimuli to
provide a realistic experience and feel present in the simulated environment, which is
possible with VR.

Another potential benefit that Bowman and McMahan mention is spatial understanding.
Humans construct the 3D environment from 2D projections perceived by the eyes. The
brain is highly optimized for reconstructing 3D scenes with the help of various depth
cues such as stereopsis, motion parallax, perspective, and occlusions. VR technologies
offer such depth cues in contrast to other technologies. With stereo images and head
tracking, they provide motion parallax and stereopsis. This leads to higher immersion and,
consequently, greater spatial understanding, prompting greater effectiveness in various
applications. Furthermore, immersion might lead to a decrease in information clutter. An
immersive environment offers more space than a traditional 2D display. With increased
Field of View (FOV), Field of Regard (FOR) and display resolution, it is possible to
decrease visual clutter and increase the comprehensibility of the environment.

13



2. Related Work

Arns et al. [ACC99] also study the benefits of statistical visualization in an immersive
environment. For this purpose, they conduct an experiment with an immersive envi-
ronment (C2) based on the XGobi desktop system compared to XGobi itself. C2 is a
projection-based immersive system that consists of three projected walls and a projected
floor and is beneficial for an observation by multiple users. XGobi is a tool for visualizing
and interacting with high-dimensional data by creating plots on a 2D display and works
with conventional desktop devices such as keyboards and mice. The idea of the experiment
was to identify the structure of the data, where three main structures were considered -
clusters, intrinsic dimensionality, and radial sparseness. Additionally, the authors wanted
to indicate which system is more natural and intuitive for interacting with the data.
The experiment included 15 participants, who were given four different tasks regarding
structure identification and interactions. The results show that the users could identify
clusters better by using the immersive C2 system and perform better on the sphere test.
According to Arns et al. VR offers a better understanding of the 3D topology due to the
additional third dimension. On the other hand, users needed less time to interact with
the traditional workstation running XGobi than with the C2 IE. However, the authors
believe that previous experience with VR systems may have impacted the results since all
of the users have used a 2D desktop system before, but only a few of them were familiar
with VR systems. In conclusion, Arns et al. suggest that IEs have a high potential for
scientific visualization and exploration, but they need to be further investigated.

Fonnet and Prie [FP21] do a more recent survey on immersive technologies for data
analysis. In their survey, they review papers dating back from the year 1991 to 2018. They
provide information about different aspects of immersive technologies such as sensory
mapping, various interaction techniques, collaboration. The authors also review the
possible benefits of using immersion for data analytics. Therefore, they discussed methods
and evaluations of previously published research to test the feasibility and usefulness of
their suggested system. Fonnet and Prie compare immersive and non-immersive systems
by covering three types of data - temporal, spatio-temporal, and tree data. They also
use two quantitative measures for the comparison - accuracy and completion time. The
results show that a higher system fidelity (higher FOR, stereoscopy, or head-tracking) is
beneficial in terms of accuracy for more complex data such as a graph or spatial data.
The results are more uncertain regarding completion times since not all of the investigated
papers cover that aspect. Also, there is a lack of information in system fidelity studies
regarding data types such as temporal or spatio-temporal.

Other papers studying the possible benefits of VR systems are by Raja et al. [RBLN04],
who investigate the benefits of immersion for abstract information visualization or
Schuchard and Bowman [SB07], who examine the advantages of such systems for a
spatial understanding of complex underground cave systems. Furthermore, Marriott et al.
[MSD+18] provide a highly detailed review on immersive analytics and its many different
aspects, including the potential benefits of immersive visualization.
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2.3 Virtual Reality for Visualization and Immersive

Exploration

As stated before, immersive visualization finds usage in many scientific fields and for
various tasks. Hurter et al. [HHRD+18], for instance, develop FiberClay, a tool for
visualizing and interacting with 3D trajectories (Figure 2.9a). Similar to that, Usher
et al. [UKF+17] implement a visualization tool for neuron tracing, which is crucial for
understanding the structure of the neural bundles in the brain and how information
is processed to generate a different behaviour. In general, visualizing and tracing 3D
trajectories could be highly useful for exploring the human brain’s fibres bundles and,
for instance, optimizing safety in aircraft routes. The general idea of FiberClay is to
progressively refine a raw sculpting material using multiple interactions to produce
the desired goal visualization, which is easier to comprehend. The data is, in general,
represented as polylines in three-dimensional space, and FiberClay supports multiple
trajectory representations - with lines, points, or animated particles. It also provides
a color blending option to map data dimension to color, allowing the user to discern
value changes. The system supports the standard navigation options - translation,
rotation, and scaling using the controllers. Additionally, the system introduces 3D
brushes used to add or remove trajectories or select a cluster. Hurter et al. [HHRD+18]
conduct a qualitative evaluation with participants who used their system to investigate
its benefits and effectiveness. The results showed that by using FiberClay new and unique
three-dimensional patterns were identified that were previously not detected.

A more recent system in VR for exploring and filtering large trajectory-based datasets is
called ReViVD by Homps et al. [HBV20]. The system provides the users with simple 3D
shapes (spheres, cuboids, cylinders), which can be used to select and filter out groups
of trajectories (Figure 2.9b). These shapes are called selectors, and the user can scale,
rotate, and translate them. When a selector is active, all visible ribbons/trajectories
touching it will take the color of the selector. ReViVD can be used for different application
domains, such as GPS position tracking, traffic simulation, or turbulent particle flows.
An evaluation of the system showed that it is particularly useful for refining selections
progressively. Additionally, ReViVD proved to be helpful in gaining an overview of the
dataset and easily extract trajectories or regions of interest.

Donalek et al. [DDC+14] investigate the usage of an immersive VR system as a general-
purpose tool for exploring various types of abstract, multi-dimensional data. Their work
examines the advantages of such a system compared to traditional visualization tools
using desktop and 2D input devices. As a start, they experimented with an OpenSim-
based virtual world using different test datasets and various approaches for encoding the
multi-dimensional data, such as colors, sizes, transparencies. Build upon that, Donalek
et al. create a Unity 3D based prototype data visualizer, called iViz (Figure 2.10a). The
prototype can visualize up to 106 data points and allows the user to easily choose and
randomly shuffle how the data attributes are mapped to each graphical axis. This way,
the most optimal mapping could be found according to the scientific application, offering
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(a) FiberClay [HHRD+18]
(b) ReViVD [HBV20]

Figure 2.9: Examples for visualizations of 3D trajectories

more adaptivity and powerful visual data exploration. Furthermore, iViz supports a
broadcasting function so that multiple users can explore the data together in a shared
view, which provides a more flexible and collaborative data examination. To analyze the
advantages of such an immersive system, Donalek et al. conducted an experiment with
geologists using terrain data from Mars. The scientists were split into two groups. The
first group was shown a 2D panorama image stitched together from multiple snapshots,
and the second group was given a 3D stereoscopic image. Both groups were given a
map-drawing task. The results showed that the group using the immersive environment
performed better in measuring distances and orientating in the field since VR allowed
them to get a better insight into the terrain by having the ability to move in the space.

Another immersive system for exploring multivariate data, called ImAxes, is created
by Cordeil et al. [CCD+17]. The system uses a simple grammar defining the rules for
constructing visualizations in VR environments, which has the axis as a basic grammar
element. In general, it allows users the creation of various data visualizations by directly
combining and manipulating data axes in 3D space. Different plots can be created
depending on the number of axes, their proximity, and relative orientation to each other.
These include standard InfoVis visualizations such as histograms, scatterplots, parallel
coordinates plots. Examples of such visualizations created with ImAxes are shown in
Figure 2.10b. However, ImAxes also proves to be useful in creating new, but helpful
visualizations such as 3D circular connected parallel coordinates plots. Cordeil et al.
show that their system gives the user the freedom to explore data by creating familiar and
novel visualization techniques quickly and efficiently. They demonstrate the effectiveness
of ImAxes as a multivariate data visualization tool in VR by creating and evaluating a
scenario using a wine dataset.
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(a) iViz [DDC+14]

(b) ImAxes [CCD+17]

Figure 2.10: Multivariate data visualization systems

Collaboration is another major factor and is often required when dealing with data
visualization and exploration. Immersive systems proved to be helpful and offer new
opportunities to support collaborative data analysis and research. Cavallo et al. [CDH+19]
investigate the advantages of using a hybrid analytic system for collaborative data
exploration with the help of VR and AR. Their system, Immersive Insights, combines
several high-resolution displays, table projections, and augmented reality visualizations
of the given data to allow a simultaneous data exploration by multiple users, as shown
in Figure 2.11a. Their goal was to study the effects of different levels of immersion on
the exploratory data analysis process compared to standard non-immersive data analysis
solutions. To evaluate the system, they conducted a user study in two parts by comparing
different modalities of the Immersive Insights in the first part and comparing their hybrid
reality system to a desktop-based program in the second part. The results showed that,
in general, immersive technologies helped reduce the analysis time and facilitate the
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generation of additional insights. However, they cannot entirely replace non-immersive
technologies, but rather complement and improve them.

(a) Immersive Insigths [CDH+19]

(b) FIESTA [LHC+21]

Figure 2.11: Collaborative data visualization systems

FIESTA (Free-roaming Immersive Environment to Support Team-based Analysis) is
another collaborative data visualization system by Lee et al. [LHC+21], which compared
to Immersive Insights is entirely in VR. Each user is provided with a head-mounted
display to view the shared visualization workspace to support the collaboration. The users
can solve visual analytics tasks by creating a large number of 2D and 3D visualizations
and freely placing them on various authoring interfaces like touch panel displays and
virtual surfaces. An image of the system can be seen in Figure 2.11b. For the interaction
techniques, Lee et al. adapt standard 3D UI metaphors to reduce learning time. For
objects in proximity, they use close-range grasping techniques, and for the more distant
ones, long-range pointing techniques with a laser pointer. The system additionally
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provides pointer, brushing, and annotation tools and the option to clone visualizations.
To support collaboration, the users can see each other as virtual avatars at their real-world
positions. Furthermore, there is no explicit ownership in FIESTA since everything is
visible to all users at any time, and each of the users can interact with any object in
the environment. Lee et al. conduct a user study for a given dataset by assigning the
users directed tasks in the first session. Then in the next session, they were given a free
exploration task to analyze the same dataset and find interesting insights about the data.
Additionally, the participants were split into two groups - group A, where participants
were limited to create only 2D visualizations and Group B, where the users could also
create 3D visualizations.

Hentschel et al. [HWK09] concentrate on the visualization and interactive exploration of
large time-dependent simulation data in an immersive environment. As basic techniques
for the analysis, they incorporate multiple linked views and brushing. For the data
visualization, they use three-dimensional linked scatterplots so that updates of a single
plot will be applied to all other plots. The time-dependent aspect of the data is handled
by animating the plots. For filtering data out and highlighting a set of selected points,
the authors use a brushing operation with a rectangular selection box (Figure 2.12).
Visualizing and animating such time-dependent simulation data is a demanding task in
terms of computing power and time. For this reason, Hentschel et al. use an additional
parallel machine to compute the intensive operations and provide near real-time updates.

Figure 2.12: Filtering time-dependent simulation data with a selection box in VR
[HWK09]

There are also various other fields where visualization in an immersive environment is
advantageous. For instance, Laha et al. [LBS14] investigate the effects of VR systems for
visualizing and analyzing isosurfaces of volume datasets. For this purpose, they visualize
isosurfaces using a CAVE-like display. They evaluated the system by comparing the
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effects of three components concerning system fidelity (field of regard, stereoscopy, and
head tracking) and compared the results using traditional 3D-texture based rendering.
The results showed that a stereoscopic display improves performance for search and
spatial judgment tasks, while displays with a higher field of regard are more effective
for tasks with 3D-texture based rendering. Zhang et al. [ZDK+01] also incorporate
an immersive environment for the volume visualization of DT-MRI data. They display
geometric representations of the volumetric second-order diffusion tensor brain data
within the CAVE virtual room. According to their results, using an immersive system
compared to a standard desktop display helps them better interpret large and complex
data, achieve a better sense of the structures, and simplify communication between a group
of users. Additionally, VR is also often used for point cloud visualization, exploration and
rendering [AYE20][DMS+18][MJPR16], as well as 3D point cloud labeling and annotation
[SSCG17][WQOS19].

2.4 Virtual Reality Toolkits and Frameworks for Creating

Visualizations

There are various frameworks and toolkits (VR-Viz [Sai18], DXR [SLC+18], IATK
[CCB+19]) that support the exploration in an immersive environment and faster devel-
opment. They provide multiple possibilities for the creation of 3D visualizations, plots,
and graphs in 3D space.

Figure 2.13: Visualizations created with the VR-Viz framework [Sai18]

VR-Viz
VR-Viz is a visualization system for Virtual Reality by Mustafa Saifee [Sai18] that
provides high-level react components used to generate 3D visualizations in webVR.
The system incorporates the A-Frame framework for building a VR scene, the React
library for the DOM manipulation, and the D3 library to create visualizations in VR.
VR-Viz is strongly based on Vega-Lite [SMWH17], and for the formal definitions of
the visualizations, the author used the JSON syntax. The system provides 24 different
graphs and charts, varying from standard plots (e.g. bar charts, scatterplots) to more
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specific ones like function plots or visualization graphs for geospatial data. VR-Viz
concentrates mainly on the representation component, which is why it provides only basic
interactions. It incorporates two interaction techniques - explore and select/focus. The
explore interaction is used to get insight into the data and is provided by the VR system
itself. The user can rotate the HMD camera and walk-in/out of the data to observe the
environment from various locations and angles. For the select/focus interaction, VR-Viz
uses a mouse over effect to select or focus on data of interest. Various plots generated
with VR-Viz can be seen in Figure 2.13.

Figure 2.14: Different visualizations created with the DXR toolkit [SLC+18]

DXR
Another toolkit for building data visualizations in VR is DXR by Sicat et al. [SLC+18],
which is based on the Unity development platform. The system provides a concise
declarative visualization grammar inspired by Vega-Lite to specify and create different
visualization designs. The idea of using a grammar similar to Vega-Lite is to make the
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representations more intuitive and easier to learn and modify. To construct a GameObject
in a Unity scene, DXR uses a high-level interface consisting of prefabs and scripts. This
way, visualizations (represented as GameObject prefabs - vis-prefabs) can be added to
the scene and manipulated via scripting. The visualization specification file is in the
JSON format. Similar to the notation of Vega-Lite’s "unit", this file describes a single
visualization in DXR by encoding and defining different properties (data, mark-type,
visual channels like position, color size, and others). Sicat et al. discovered that the JSON
syntax and the grammar-based specification could be overwhelming for non-programmers.
Consequently, they provide an in-situ graphical user interface allowing the users to change
different properties of the visualization directly in VR. DXR supports the creation of very
diverse visualizations for multiple use-cases, varying between embedded representations,
immersive workspaces, standard 2D and 3D visualizations, 3D flow fields and more.
Examples of visualizations created with DXR are shown in Figure 2.14.

IATK
IATK is another toolkit for immersive analytics, which is developed by Cordeil et al.
[CCB+19]. It provides an abstracted data model and a simple and composable grammar
that allows the creation of multiple different visualization components. IATK supports
1D, 2D, and 3D orthogonal axes and orthogonal grids. It allows the creation of geometric
objects via the Unity GUI, such as points, lines, and bars with varying sizes and colors
depending on the dimension of the data. The toolkit also supports visual linking so that
the same data points could be connected across different visualizations. Additionally, for
efficient visual data exploration, IATK introduces multiple interaction possibilities. It
supports filtering, brushing and linking, details on demand, and various animations such
as animated transitions. IATK provides a high-level interface in Unity and an expressive
API for the rapid construction of novel visualizations in immersive environments.

Figure 2.15: IATK (Immersive analytics toolkit) [CCB+19]
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VRIA
A more recent framework for creating immersive analytics experiences in VR is called
VRIA by Butcher et al. [BJR21]. VRIA is a web-based framework and, similarly to VR-
Viz, is build upon A-Frame, React and D3. Like DXR and VR-Viz, VRIA is also based
on Vega-Lite and supports tabular data formatted as JSON or CSV. The visualization
configuration file also consists of a dataset, a graphical mark, and a set of visual encoding
channels for each data point to modify different properties. The visualization types that
VRIA currently supports are Cartesian plots such as bar graphs and scatterplots. The
system is intended for both non-WebVR and WebVR developers since the former are
more likely to have used JSON before and thus are more prone to edit configuration files
directly. The latter, on the other hand, can take advantage of VRIA’s API to create
visualizations. Using the vis config the user can enable or disable different interaction
types allowing him to do selection, filtering, details on demand, and brushing and linking.
Moreover, using various constraint combinations, multi-dimensional queries could also be
created. VRIA also supports the generation of collaborative environments where users
can simultaneously create and interact with visualizations. Figure 2.16 shows example
visualizations created with VRIA. Butcher et al. compare all four most recent immersive
analytics toolkits in their paper in terms of the features they offer. An image of that
comparison table can be seen in Figure 2.17.

Figure 2.16: Visualizations created with VRIA [BJR21]

2.5 Perception, VR Sickness, and Performance in Virtual

Reality

The key elements to consider when developing VR applications are performance, per-
ception, and possible motion sickness. Despite the advancements in VR technologies,
it is common that users still experience sickness symptoms when being in a virtual
environment [SSB+20]. VR sickness is known by several names, including cybersickness,
motion sickness, and simulator sickness. Although they refer to a similar condition, they
are not entirely synonymous. Motion sickness is associated with adverse symptoms and
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Figure 2.17: Comparison between the Immersive Analytics Toolkits [BJR21]

readily observable signs caused by exposure to real (physical or visual) and/or apparent
motion [Gro14]. Cybersickness, on the other hand, differs from motion sickness in the
sense that the user is often not moving physically, but feels like she is due to moving visual
imagery [LaV00]. Simulation sickness is a sickness not caused by the actual situation
being simulated, but rather from shortcomings of the simulation [PCC92]. Since there is
no term that covers all the described types of sicknesses, in this work we will apply the
term VR sickness. VR sickness includes various symptoms such as nausea, headaches,
and dizziness.

One of the significant factors influencing the emergence of VR sickness are the technical
parameters of the system. The resolution, frame rate, jitter, and latency have a significant
impact on the feeling of presence and reducing sickness [LTRCB19]. A high enough
frame rate is essential in order to "trick" the user into believing that what he/she is
experiencing is real and thus reduces the possibility of inducing VR sickness [Iri14].
Additionally, high-resolution rendering should yield more presence than a pixelated
rendering. Jitter means having timing variations of a set of signal edges deviating from
their ideal values. In terms of a VR system, having high jitter is related to a higher
probability of getting cybersickness, which is why it should be reduced to as little as
possible [SNL18]. Having an overall low latency of the system is also especially important
for achieving and maintaining a good user experience [GGH+18]. These four parameters
do not have the same impact on presence in VR. As Thibault et al. [LTRCB19] show in
their research, jitter and frame rate play a more crucial role for presence than latency,
and the resolution depends mainly on the explored entity.

Despite the technical parameters influencing the emergence of VR sickness, many other
factors have been researched and impact the occurrence of VR sickness symptoms. The
most common way used in cybersickness studies to investigate the possible factors is
the Simulator Sickness Questionnaire (SSQ). The SSQ was developed by Kennedy et al.
[KLBL93] in 1993 and consists of several questions regarding the severity of symptoms
on the scale of 0-3 (0 = not at all, 1 = slightly, 2 = moderately, 3 = very). The scores are
computed for three categories of symptoms - nausea (e.g. general discomfort, sweating),
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oculomotor (e.g. fatigue, headache, eyestrain), and disorientation (e.g. difficulty to focus,
dizziness, vertigo) [RO16]. Each category has its own weighing, and a computed sum
score below 10-15 is considered normal. According to Kim et al. [KPCC18] and their
results of the SSQ, disorientation has the highest score, followed by the oculomotor,
and the lowest score is by nausea (Figure 2.18). This means that users most frequently
experience symptoms in the disorientation category.

Figure 2.18: SSQ profiles for a VR device [KPCC18]

Guna et al. [GGH+18] investigate the influence of video content type and users’ back-
ground preferences on VR sickness perception, as well as their physiological response.
For this purpose, they use the standard SSQ and also measure several physiological
parameters such as heart rate, breathing rate, skin temperature and skin conductance
response. Their study uses two types of video content - neutral and action content, which
is displayed in five different systems and machines - a 2D TV set, three generations of
Oculus Rift VR HMDs and the mobile version Samsung Gear VR. Guna et al. also
take the personal preferences (e.g. adrenaline and extreme sport preferences) of the
participants into consideration for the influence on VR sickness. Previous research showed
that, for instance, a PC gamer is less prone to get VR sickness symptoms and is more
immersed compared to a non-gamer [RMG+16]. The authors conduct a user study with
26 participants with various backgrounds and different experience levels with VR devices.
The results of the SSQ showed that, indeed, action video content had a higher effect in
inducing VR sickness to the participants than a neutral video. The same results were
confirmed by the physiological measures. They show that the parameters did not differ
significantly from the baseline level during the neutral video clip, indicating a higher
relaxation level. Additionally, the experiments confirm that participants with higher
preferences for adrenaline sports experience significantly less VR sickness and discomfort.

A more extensive and novel study about the factors associated with VR sickness is
conducted by Dimitrios et al. [SSB+20]. In their research, they examine previous
literature on HMDs reporting SSQ scores about factors that impact VR sickness. For
this purpose, they review 55 papers in total, which were selected after a screening process.
The factors that the authors examine include content, visual stimulation, locomotion,
and time. The content is split into four different categories (360◦ videos, gaming content,
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minimalist content, and scenic content), where in each category, the interactions and
environmental features differ. Visual stimulation refers to the amount of visual movement
within the content and is classified as low (content with slow visual changes) or high
(content with fast visual changes). Locomotion is related to how the user navigates
through the virtual world, classified into three categories - stationary, controller-based
moving or walking. Previous research shows that physical walking decreases the chance of
getting VR sickness compared to navigation happening through the controller [CGBL98].
The last factor, the time, is split into three categories (< 10min, ≥ 10min, ≥ 20min).
Intervals of 10 min were taken because, in earlier research, it has been found that VR
sickness increases after 10 minutes [MM11]. Considering the given factors, the findings of
the study by Dimitrios et al. show that in most of the papers, gaming content recorded
the highest SSQ mean. The locomotion type also highly influences the SSQ score by
displaying the highest total SSQ mean for the controller-based movement. Furthermore,
the review shows that visual stimulation, as well as exposure time, also have an impact
on VR sickness.

In order to reduce the probability of inducing VR sickness to users, the factors mentioned
above should be taken into consideration. Additionally, Patrão et al. [PPM15] present
some assumptions for reducing VR sickness according to their research. Firstly, they
suggest keeping the users immersed the whole time during the experience, meaning to
always respond to the user input and avoid the feeling that the system is not responding.
Secondly, adding a frame reference may help to prevent the users from feeling not well.
Last but not least, the authors suggest to "treat VR as a theatre, not as a film", meaning
that some camera tricks (such as zoom in and out) should be reduced to a minimum.

Another important factor to consider when developing a VR application is the depth
perception. Armbrüster et al. [AWK+08] present a study that examines the depth
perception in virtual environments and what factors might influence it. They conducted
a user study with 23 participants, who had to verbally estimate the distance of objects in
an IE. The authors experimented with three types of virtual environments. The first one
is called "no space", meaning that the environment was infinite, blue, with no additional
depth information. The second type was "open", where the system provides a green floor
and a blue sky, and the third one illustrates a closed gray room, where linear perspective
was used as a secondary depth cue. The objects to be estimated were placed at ten
distances between 40 cm and 500 cm in two conditions - either only one object was
displayed or all ten were shown simultaneously. Distances of objects placed under 150 cm
are regarded as peripersonal distances and between 150 cm and 500 cm as extrapersonal
distances. Additionally, the presence of a metric aid was varied in the scene by placing
a tape in front of the participants on the ground. Furthermore, the influence of sex,
hyperopia, myopia, and binocular ability were analyzed as possible factors having an
impact on depth perception. Finally, the participants had to fill in a questionnaire about
physical complaints, experience in VR, and self-evaluations of their estimations. The
results indicate that neither of the three virtual environments improved depth estimations.
Furthermore, the presence of a tape measure did not have a significant influence on the
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estimations in any of the environments. The results also show that depth estimation
performance is better in peripersonal compared to extrapersonal space. The subjective
ratings indicate that only few of the participants experience discomfort symptoms and
they were either neutral or were highly fascinated by the virtual experience. However,
different to the results, the subjective ratings show that participants feel to be more
accurate in the closed space environment.

2.6 Interactions and Metaphors in Virtual Reality

Interaction techniques are essential for accomplishing various tasks in the virtual space
and manipulating objects, and interacting with the environment. In their book 3D User
Interfaces, LaViola et al. [LKM+17] describe the different 3D interaction techniques by
classifying them depending on the user interaction task. The following sections will give
an overview of the interaction techniques depending on the task.

2.6.1 Object Selection and Manipulation

The first type of interaction tasks can be categorized as selection and manipulation. This
category includes tasks as grabbing, moving, orienting, and scaling objects. 3D manipu-
lation tasks can be further classified according to their isomorphism. The isomorphic
view represents a "strict, geometrical, one-to-one correspondence between hand motions
in the physical and virtual worlds" [LKM+17], which is more natural and thus better
for the users. Nonisomorphic approaches, on the other hand, allow users to manipulate
objects differently than in the real world by introducing "magic" virtual tools such as
laser beams, voodoo dolls, and others while still maintaining performance and usability.
The 3D manipulation techniques are also classified by metaphor, forming a fundamental
mental model of a technique. LaViola et al. classify the metaphors for 3D manipulation
in six different categories:

• Grasping Metaphors One of the most natural and intuitive techniques for
grasping and manipulating objects is with one’s hand. Two distinct approaches
support objects grasping - hand-based grasping and finger-based grasping.

– Hand-based grasping - The hand-based grasping is the most common and
simple approach since the hand is observed as a single-point effector without
tracking each of the fingers. Hand-based grasping can be further divided
into two techniques - simple virtual hand and Go-Go technique. The Go-Go
technique extends the simple virtual hand, allowing the user to change the
length of the virtual arm and thus access and manipulate remote objects that
are otherwise out of the grasping range.

– Finger-based grasping - The finger-based grasping techniques are more
realistic, but also more complex since the positions of the fingers are also
considered for grasping. LaViola et al. describe three types of finger-based
techniques: rigid-body fingers, soft-body fingers, and god fingers.
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There are also some enhancements for the grasping metaphors, such as 3D bub-
ble cursor or PRISM, allowing to employ more complex transfer functions and
interaction logic to increase the usability and efficiency of the grasping techniques.

• Pointing Metaphors The idea behind pointing metaphors is to enable the user to
select and manipulate distant objects by simply pointing at them. If the direction
of pointing intersects a virtual object, the user can confirm the selection. There are
two main types of pointing techniques - vector-based and volume-based.

– Vector-based pointing techniques - These techniques are rather easy to
implement and commonly used for pointing in 3D systems. They require only
a vector to compute the object that the user intends to select and manipulate.
Examples of vector-based pointing techniques are ray-casting, fishing reel, and
image-plane pointing.

– Volume-based pointing techniques - This techniques require both a vector
and a volume to determine what the user intends to select and manipulate.
Typically, the volume stays in some relation to the vector. When having a
cone, for instance, the vector defines the axis. Examples of volume-based
pointing techniques are flashlight, aperture selection, and sphere-casting.

There are also enhancements for the pointing metaphors such as bendcast or depth
ray. The main focus of these enhancements is to make it easier to distinguish
between multiple objects and to achieve a higher level of precision.

• Surface Metaphors Surface metaphors refer to using touch gestures to interact
with virtual objects directly. It is most commonly used for 2D surfaces, but
multi-touch surfaces can also be used for 3D interactions.

– Surface-Based 2D Interaction Techniques - The most common interac-
tion techniques with 2D context are dragging and rotating. By dragging, the
user can select and translate an object directly by touching it with one or
more fingers and then perform a sliding operation.

– Surface-Based 3D Interaction Techniques - Having a third dimension
makes the interaction more complex and not so intuitive since the users also
have to control the depth of the virtual objects relative to the surface. Some
techniques for surface-based 3D interaction are pinching, void shadows, and
balloon selection. The pinching, for instance, is used to scale (shrink or
enlarge) a virtual object by pinching the fingers so that the distance between
two contact points determines the new size.

• Indirect Metaphors As the name implies, indirect metaphors allow the users to
manipulate virtual objects without directly touching or interact with them.

– Indirect Control-Space Techniques - These techniques allow the user to
interact with the virtual environment by using an additional physical space
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that is distinct from the real location of the virtual environment. Examples
are a virtual pad, a virtual interaction surface, or a levels-of-precision cursor.

– Indirect Proxy Techniques - With these techniques users can interact with
proxies directly. The proxies represent copies of objects within the virtual
space. The interactions and manipulations applied to the proxy are then
mapped to the original objects. Examples are a voodoo doll or a WIM
(world-in-miniature), providing an exact copy of the virtual world at a smaller
scale.

– Indirect Widget Techniques - These techniques include the usage of wid-
gets that the user can directly manipulate, which will then indirectly affect
other virtual objects. Examples of such techniques are the virtual sphere and
the arcball.

• Bimanual Metaphors The bimanual metaphors are a type of interaction tech-
niques where both hands/controllers are required for interactions.

– Symmetric Bimanual Techniques - In the symmetric techniques, both
hands are performing the same actions. Examples of such techniques are
spindle and iSith [WBB06]. With this technique, both controllers are used to
form a virtual spindle that extends from one controller position to the other.
The spindle centre is the primary point of interaction, used to translate an
object and simultaneously rotate the yaw and roll of an object.

– Asymmetric Bimanual Techniques - In asymmetric interactions, both
hands are performing different actions to accomplish an interaction, where the
movement of both hands can happen at the same time or at different times.
Examples for this category are Spindle + Wheel and flexible pointer. The
traditional spindle technique is extended by a virtual wheel used to rotate
also the pitch of the selected virtual objects.

• Hybrid Metaphors Sometimes there is no single best 3D manipulation technique
to cover all needed and possible interaction scenarios for a given task/system.
Therefore, combining several interaction techniques can provide more flexibility
and bring together the best properties.

– Aggregated Hybrid Techniques - The user is provided with a manual or
automatic tool for selecting the desired manipulation techniques from a limited
set of possible options. For example, using a 3D menu can display a virtual
toolbox to choose the desired manipulation technique.

– Integrated Hybrid Techniques - In such a technique, the system trans-
parently switches between different interaction techniques depending on the
context of the current task. A famous integrated hybrid technique is called
HOMER (hand-centred object manipulation extending ray-casting). With
this technique, the user can select an object through ray-casting, and then the
user’s virtual hand automatically moves to the object and is attached to it.
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Afterwards, the manipulation mode is activated, and the user can alter the
position and rotation of the virtual object.

2.6.2 Navigation

Navigation is another crucial aspect of virtual reality systems. Navigation can be split
into two components - travel and wayfinding. Travel represents the motor aspect, meaning
the task of moving from one location to the other. On the other hand, wayfinding can
be observed as a cognitive process, where planning and decision-making play a role in
finding a final desired destination. The reasoning behind travel can be classified into three
tasks - exploration (no specific goal), search (travelling to a specific goal or location) and
manoeuvring (involving small, precise movements to perform a specific task). The 3D
travel can also be classified according to different taxonomies, each covering a different
aspect of travelling:

• Active vs. Passive - In an active travel technique, the movement of the viewpoint
is directly controlled by the user. In a passive technique, on the other hand, the
system controls the viewpoint’s movement.

• Physical vs. Virtual - In a physical travel technique, a user’s physical body
translates or rotates in order to adjust the viewpoint. In a virtual technique, on
the other hand, even though the virtual viewpoint is being changed, the physical
body of the user stays primarily stationary.

• Using task decomposition - The task of travelling can be decomposed into
three subtasks. These tasks are direction or target selection, velocity/acceleration
selection, and conditions of input.

• Classification by metaphor

– Walking Metaphors - Physical walking is the most natural technique for
travelling in a 3D world. Due to occlusions and restrictions, it is, however,
not always possible. Therefore, there are various types of walking metaphors,
split into three main categories:

∗ Full Gait Techniques - This category represents the real physical walk-
ing involving all biomechanics of a full gait cycle. Examples of such
techniques are real walking, redirected walking, and scaled walking. In the
redirected walking, for instance, the user moves along predefined paths in
the real world, which differ from the paths perceived in the virtual world
to overcome the limitations of real walking.

∗ Partial Gait Techniques - In these techniques, the user still moves in
some way, but the movement is more restricted and includes only specific
aspects of the human gait cycle. Walking in place and a human joystick
are examples of partial gait techniques.
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∗ Gait Negation Techniques - This walking metaphor takes advantage
of special locomotion devices to provide a somewhat realistic walking
while the body is not actually translated to another location. Different
types of treadmills, low-friction surfaces, or step-based devices are some
examples of gait negation techniques.

– Steering Metaphors - steering metaphors refer to the continuous control of
the moving direction. it could either be an absolute or relative direction of
motion.

∗ Spatial Steering Techniques - In these techniques, the movement of
travel is controlled by manipulating the orientation of a tracking device.
Depending on the tracking device, these techniques can be classified as
gaze-directed steering (depends on the looking direction), hand-directed
steering (depends on the user’s hand orientation), torso-directed steering
(depends on the direction of the user’s torso), and lean-directed steering
(depends on the leaning direction of the user’s body).

∗ Physical Steering Props - In these techniques, specialized physical
devices are used. Examples of such props are cockpits or cycles.

– Selection-Based Travel Metaphors - This category of metaphors describes
techniques for travelling by either selecting the desired target to reach or a
specific path to travel along.

∗ Target-Based Travel Techniques - In these techniques, the main goal
is the final target to be reached and not the actual path to get to it. For
this purpose, a 2D map or a 3D world-in-miniature can be used to specify
the desired target location.

∗ Route-Planning Travel Techniques - The goal of such a technique is
to go along a specific path, defined by the user. There are two possible
ways to achieve that - either draw a path or mark points along a path.

– Manipulation-Based Travel Metaphors - In these techniques, the users
typically apply hand-based object manipulation metaphors such as Go-Go or
HOMER in order to manipulate the viewpoint or the entire world. Such tech-
niques are beneficial if both travel and manipulation techniques are required
in the system.

∗ Viewpoint Manipulation Techniques - There are various ways to
achieve travelling through manipulating the viewpoint. For this purpose,
the user can perform camera manipulation, avatar manipulation, or fixed-
object manipulation.

∗ World Manipulation Techniques - The second type of manipulation-
based travelling is achieved by modifying the entire world relative to the
current viewpoint. There are two ways to accomplish this, categorized
by the number of points used for the manipulation - single-point world
manipulation or dual-point world manipulation.
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2.6.3 System Control

Except for the selection and manipulation of objects and navigation, interaction techniques
are essential for controlling the system. The idea behind is to use various commands
to change the system state and request the system to perform a particular function or
change the type of interaction. According to LaViola et al. [LKM+17] techniques for
system control can be classified into six different categories:

• Physical controllers - The physical controllers are devices that provide buttons
and switches for changing the state or mode in an application on a desktop system.

• Graphical menus - Graphical menus in 3D space can be divided into three
categories - adopted 2D menus, 1-DOF menus, and 3D widgets. The 2D menus
are floating 2D planes in the 3D space with different options and settings to select.
1-DOF menus represent a one-dimensional operation for selecting an item. Very
often, these menus are attached to the user’s hand, arranged in a circular pattern.

• Voice commands - Voice commands is another technique for manipulating the
state of the system. It can be performed by either simple speech recognition or
through spoken dialogue techniques.

• Gestural commands - The system control with gestural commands is achieved
by performing different gestures or postures. The gesture commands can be further
split into seven categories - mimic gestures, symbolic gestures, sweeping, sign
language, speech-connected hand gestures, surface-based gestures, whole-body
interaction.

• Tools - Tools are real-world devices for 3D interactions that have an equivalent
virtual representation. These tools are usually highly intuitive due to their real-
world correspondence.

• Multimodal techniques - The multimodal techniques represent the combina-
tion of different input modalities. These techniques provide some advantages
such as decoupling, error reduction and correction, flexibility, and complementary
behaviour.

Each of these techniques for system control has its benefits and strengths, but also
limitations compared to the others. Therefore, the choice of technique strongly depends
on the system, tasks to be performed, and target users.

2.6.4 Other Approaches

Other more innovative interaction techniques go beyond the traditional 3D techniques
described in the previous sections. One such technique is presented by Clifford et al.
[CTL17] who develop a technique for pseudo-telekinetic object manipulation in VR. The
authors got inspired by the Star Wars universe and The Force ability of some characters.
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They believe that this kind of object manipulation is rather well suited to VR technology,
because it will allow users to interact with virtual objects at a distance. In their system,
the users can rotate, translate, push, and pull objects and with the extending option, the
user can perform the action in a rate-controlled manner. According to the interactions,
the control behaviour is represented as a state machine, entering and exiting different
states. First, to manipulate an object, it should be indicated, what happens when a ray
intersects with it. Afterwards, if the trigger of the controller is pressed, the selecting
state is entered. Then different buttons of the controller can trigger one of the four states
for manipulating an object. While in one of these states, if the user tilts/nods his/her
head, the extending state is entered, which can control the rate of change for the given
object manipulation. An evaluation of the system’s usability with participants showed
that, in general, the force-extension metaphor is promising. However, some participants
had difficulties in keeping an object in focus while performing a nodding gesture with
their head.
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CHAPTER 3
Analysis of the Time-Dependent

Multivariate Impact Simulation

Data

3.1 The Impact Simulation Data

The data used in this thesis is provided by T. Maindl and C. Schäfer [MS19]. They
study how the orbit of an asteroid potentially colliding with Earth can be altered by the
kinematic impact of a spacecraft. The given data represents a patch of the secondary
body of the binary near-Earth asteroid (65803) Didymos, called Dimorphos. Dimorphos
is the target asteroid of NASA’s Double Asteroid Redirection Test (DART) [NAS17], as
well as ESA’s Hera [ESA19c], which are both part of the Asteroid Impact and Deflection
Assessment (AIDA) mission [ESA19a]. DART aims to test whether a kinematic impactor
could successfully deflect an asteroid from Earth’s orbit for planetary defense purposes.
Hera will, later on, analyze the consequences of DART’s impact and gather data to
understand the asteroid’s structure and the effects of the collision. This data will make
it possible to develop strategies to handle an eventual future impact on Earth. Figure 3.1
shows the concept of AIDA’s mission.

The Impact simulation data by T. Maindl and C. Schäfer models the effects of an impact
event on an asteroid. The data is multivariate and time-dependent and represents a
section of an asteroid consisting of more than one million 3D points, changing their spatial
location over time. Each point has attributes such as position, speed, mass, density,
energy, pressure, porosity, and other domain-specific internal simulation values. The data
consists of 400 frames to store the attribute value changes in time. When visualized, the
data points form a cuboid structure with a crater in the center where the points diverge
(see Figure 1.2). T. Maindl and C. Schäfer are interested in studying and analyzing
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Figure 3.1: NASA DART and ESA Hera mission concepts [ESA19b]

the asteroid characteristics at different areas. By simulating the impact with different
attributes and at multiple time-steps, they want to explore and understand the data
characteristics and how they can influence the deflection of an asteroid.

3.2 Domain Expert Tasks for the Impact Simulation Data

Analysis

The main purpose of this thesis is to provide a Virtual Reality system for the domain
experts that can help them explore and get insight into the Impact simulation data.
Therefore, the user group of our system are the domain experts who study the process and
results of impacts through simulations. We implemented and designed our VR system
according to the domain experts’ requests and requirements. The essential features of
the system were specified during several meetings before and during the development
process and were defined in the form of tasks.

One of the requirements is to get insights about the structure of the data on the surface
and the inner parts of the simulation for different attributes. The domain experts are
particularly interested in finding extreme values, especially at the impact crater. Due to
the cuboid shape of the data visualization, the inner parts of the structure are occluded.
The domain experts need a tool or option to cut out or filter different parts of the data
from the visualization. They are interested in tools that can help them analyze regions
of interest in more details. Despite analyzing regions separately, the domain experts also
need a tool allowing them to compare different areas and investigate their similarities and
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differences to understand the impact better. Furthermore, T. Maindl and C. Schäfer are
interested in observing and examining attribute changes at a particular region over all
simulation time-steps (frames). The experts also request an option to export statistical
information about data properties at individual regions gathered during exploration. The
exporting functionality is not considered in the current work and can be part of future
implementations. In our thesis, we address the following set of tasks:

• T1: Get an overview of the data model at the surface and of inside parts

• T2: Find outliers and extreme cases in the simulation data

• T3: Filter out data to remove irrelevant information and highlight relevant locations

• T4: Explore separate regions or portions of the data to get insight into the attributes
and their distribution at the given areas

• T5: Compare multiple regions in terms of statistical differences and similarities to
detect trends and patterns

• T6: Analyze state and attribute changes in time by comparing different time-steps

Based on the derived tasks, we developed our system to support the necessary features
for the domain experts. How we design our VR system to address all of the tasks, will
be described in detail in Chapter 5. The next chapter gives an overview of a basic
implementation of a desktop system used to visualize and explore the Impact simulation
data. This 2D desktop system is integrated into and used as a basis for the current work.
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CHAPTER 4
Impact Simulation Data with 2D

User Interfaces

To understand the bases of the current thesis, in this chapter, we provide an overview of a
basis project that has been carried out as preliminary work. The goal of the basis project
was to enable the visualization and exploration of the Impact simulation data on a desktop
with 2D devices in order to solve the tasks defined together with the domain experts.
The resulting desktop system provides several visualizations and implements various
interaction techniques and tools to support the faster and intuitive exploration of Impact
simulation data. The system is able to tackle multivariate data and, at the same time,
consider the time component. Additionally, it provides some limited techniques allowing
the user to explore the data at given time-steps and observe the changes over time. This
chapter explains the desktop system’s capabilities and available tools since they are
integrated into our VR system. Also, we review the tasks the system is solving either
fully or partially and the existing limitations. Then, Chapter 5 provides an extensive
description of the VR immersive system that builds on top of the 2D analysis tool and is
the main focus and contribution of this thesis.

4.1 Methodology and Implementation

Given the project’s goal and tasks, and based on the data structure and characteristics,
different UI controls and visualization techniques were implemented to support Impact
simulation data exploration. In order to solve task T1, we provide a transfer function
with different colors mapped to the points and also axis aligned clipping planes to explore
inner parts. The data range and out of range options are used mainly for solving taks
T2. For task T3, we provide histograms and a parallel coordinates plot that can be used
to filter out data points by brushing. We used a set of predefined box-shaped probes to
solve task T4, but these probes are only limited to the central region of the simulation.
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Task T5 is not considered in this project and the solution for task T6 is limited. For
T6 domain experts can use the histogram to observe distribution changes in time at the
central region since the plot is updated in real-time for every frame of the simulation.
Figure 4.1 gives an overview of the interface of the implemented program. Each green
section illustrates a different part of the control options to modify the 3D visualization,
which are explained in the following:

1. Animation flow - The two buttons ("Play/Pause" and "All Frames/One Frame")
are used to control the flow of the animation. The simulation consists of multiple
frames that change over time. The "Play/Pause" button is used to pause and play
the animation. The "All Frames/One Frame" button does not directly impact
the 3D visualization, but influences the histogram. It controls if the histogram
should display only the current frame at the time when the button was selected or
continuously display the new data as the animation cycles through all frames.

2. Change point size - The field allows changing the size of the points in the 3D
visualization and the button "toggle point size" directly switches the sizes from 8
to 20 units and vice versa.

3. Change color map - The color map represents a transfer function that maps a
value to a specific color. The drop-down menu is used to select a different color
map.

4. Change attribute - Using the drop-down menu, the user can change the current
attribute of the points. This will also affect how the color map is applied to the
data and enforce a new histogram visualization, which only displays one attribute
at a time.

5. Set clipping planes and domain range - The clipping planes accordion menu
is used to control the permitted range for the 3D points. The ones outside of the
clipping planes are discarded. The sliders for the axes in X-, Y-, and Z-direction
also restrict the domain range and slice it at different depths. This makes the
exploration and distribution of the central points of the 3D visualization easier.

6. Handle out of range data - Certain points may not fall within the range of
the current attribute’s min and max values. The same might also happen when
applying filtering using the two visualization techniques. The points that are not
within the range could either be discarded entirely from the scene or identified by
specifying their color by opening the color palette next to "Out of Range Color".
The default color is grey.

7. Change data range - The data range depends on the currently selected attribute,
since each one of the attributes has a different extent. The given fields are used
to restrict the data range by setting new min and max values. Changing the data
range will affect which points in the visualization are visible.
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8. Set a probe - Each of the three probe buttons invokes a 3D box with a different
side length, positioned at the center of the visualization. They are used to explore
the data in the middle where the collision has the most significant impact and thus
greatest value changes of the different attributes. The probes filter out the data
and when selecting one of the probes the two visualization techniques (a histogram
and a parallel coordinates plot) display information according to the data covered
by the probe.

9. Legend - The legend is used to show the color map currently in use and illustrates
how the min and max values of the active attribute are mapped to a color.

10. Visualization techniques - To further support the data exploration, two more
visualization techniques are introduced - a histogram and a parallel coordinates
plot, explained in the following paragraphs.

Figure 4.2 demonstrates a different setting using the above described controls. In this
new setting, the color map is changed. The domain range is restricted in the X-direction
and slightly in the Z-direction, so that it is possible to observe the inside parts of the 3D
point cloud. The data range is also modified by fixing the min value at 0.5 so that all
points outside of the range are colored in black.

The two main visualizations used to explore the data are both implemented using the
JavaScript library D3. The user can switch between them by selecting one of the two tabs
on the right bottom corner of the program (named "Histogram" and "ParallCoords").

4.1.1 Histogram

The histogram [Hol18] is used as an approximate representation of the distribution of
the data according to the values of a given attribute. The histogram can be activated by
choosing one of the three probes. Each probe has a different extent and cuts out a section
of the data at the center of the simulation, where the collision happens. When clicking
on a probe a histogram of the respective selection is displayed, showing the distribution
of the data of the current attribute. The user can additionally explore the 3D point cloud
by using brushing to filter out regions of interest. The filtered particles that are out of
the range are encoded with grey color by default, but this could easily be changed by the
UI controls at the left part of the screen. Additionally, the "Discard out of range" option
could be enabled, so that all points outside the range of the filter are not rendered at all.
Also, the user can click on the "All Frames" button, which will update the histogram for
each frame if the animation is playing. In general, the histogram is useful for detecting
clusters and patterns and gives an overview of the distribution of the data. Figure 4.3
shows an example usage of the histogram by selecting one of the probes (Figure 4.3a),
coloring or discarding the points (Figure 4.3b), and using brushing to filter the data
(Figure 4.3c).
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(a) Probe 3 is selected, the histogram is displayed and the out of range color
is set to dark blue

(b) The out of range points are discarded instead of colored

(c) The points are filtered by using histogram brushing

Figure 4.3: Examples of using the histogram to filter data
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4.1.2 Parallel Coordinates

A parallel coordinates [Dav11] plot is used to visualize multiple dimensions at the same
time. It is beneficial for the given data to evaluate the relations of the different attributes
and their respective values (compared to the histogram, where only a single dimension is
observed). Besides, a parallel coordinates plot also has the filtering option to examine
only parts of interest in the data. This way, it is possible to simultaneously filter every
individual dimension and display only the points that correspond to the specific filtering
criterion. Analogically to the histogram, the parallel coordinates plot is activated by one
of the probes’ buttons and the discarding option has the same effect. However, the "All
Frames" button is not available for the parallel coordinates plot, because in the project
we limited the analysis with a parallel coordinates plot to single time frames.

Figure 4.4 gives an example of how the parallel coordinates plot can be used to reduce
and explore the data. Equivalent to the histogram, the parallel coordinates plot is
also activated by selecting one of the probes. However, there is also a default parallel
coordinates plot that uses the first 500 entries of the data and is visible even when none of
the probes is selected (Figure 4.4a). We limited the number of entries in order to reduce
visual clutter on the parallel coordinates plot. We use the first 500 entries, because we
empirically discovered that they are a sufficient representative for getting an overview
of attribute correlations. According to the values of these entries, brushing is applied
on three of the attributes (energy, cubic root and strain) and all the points that do not
fall into the range of the filters are colored in gray (Figure 4.4b). Figure 4.4c shows the
result after discarding the points that are out of range.

(a) The default parallel coordinates plot is displayed

Figure 4.4: In this example we use the parallel coordinates plot to filter out the points
according to three dimensions. When discarding the out-of-range values the internal
structure is exposed showing regions with moderate energy, low cubic-root, and low
strain.
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(b) Filtering is applied on three of the dimensions (energy, cubic root and
strain)

(c) The out of range points are discarded

Figure 4.4: In this example we use the parallel coordinates plot to filter out the points
according to three dimensions. When discarding the out-of-range values the internal
structure is exposed showing regions with moderate energy, low cubic-root, and low
strain.

4.2 Results and Limitations of the 2D Approach

The resulting system can visualize the given multivariate data in 3D space and provides
various interaction techniques for their exploration. The tool is a combination of a 3D
visualization and 2D abstract views. The 2D UI elements provide various interaction
possibilities with the 3D view, as well as two visualization techniques - a histogram and
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a parallel coordinates plot - representing the data’s distribution and correlations. These
visualization techniques also control and facilitate the direct manipulation of the 3D
view by using brushing and filtering. The quality and visual appearance of the 3D point
cloud of the data is sufficient for the domain experts. However, the given approach,
cannot solve all domain expert tasks or is only very limited. The existing problems and
limitations will be described in the following paragraphs.

Technical Limitations of Histogram and Parallel Coordinates
The histogram displays the data distribution at a particular time, representing the
distribution for a given frame. For a user to observe the change and advance of values
in time, a new histogram distribution needs to be displayed each time the frame of
the animation is updated. Computing the distribution again for each frame leads to
a computation overhead. Fortunately, it is not necessary to recompute it every time
because the position and size of each probe are fixed. Consequently, the histogram values
are recomputed for each probe and frame only when the attribute is changed, leading
to faster and smoother running of the program and preventing long computation times.
However, this performance improvement comes at the expense of not having flexibility
for exploring the data model fully since only one probe with a fixed size and position can
be placed at a time. Also, this system is not optimized for placing multiple probes and
displaying several histograms for various regions, which restricts the domain experts in
exploring and comparing different areas.

The second visualization technique also caused similar problems. Each probe covers a
different number of data points - Probe 1 contains about 8 000 points, Probe 2 about 18
000 points, and Probe 3 about 38 000 points. Visualizing the data from the first probe
in the parallel coordinates plot already produces a lot of lines across the dimensions,
which results in visual clutter. Displaying all data points reduces readability significantly.
Therefore, we decreased the dataset size for the parallel coordinates plot by using a
random subset of the dataset. We used 10 % of the points covered by each probe in
the current implementation. This implementation is not optimal and excludes attribute
values that the randomly computed subset might not cover. Still, the parallel coordinates
plot was not the central element for that project, and the given results were sufficient
for the domain experts. In this thesis, we are not extending and improving the given
limitations of the parallel coordinates plot since this is not the main focus of our work.
Instead, we provide different tools and visualizations suitable for the VR environment to
support domain experts.

Conceptual Limitations and Possible Future Improvements
Although the most essential region to investigate for the domain experts is the impact
crater of the visualization, where all three probes are currently fixed, other parts might
also be of interest. Therefore, this system is very limited in solving task T4. It also does
not provide a comparison tool or option between different regions (T5). The solution for
task T6 also does not entirely fulfill the domain experts’ needs and expectations. They
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4. Impact Simulation Data with 2D User Interfaces

need a tool to compare simulation changes over time. Consequently, the given system
needs to be upgraded and extended to cover all needs of the domain experts.

Most of the described problems and limitations could be overcome by introducing
additional visualization and interaction techniques. The extensive amount of research
in the field of immersive data visualization and exploration (Chapter 2) has shown
that immersive environments could offer a lot of benefits and advantages compared to
traditional 2D desktop visualizations. Bearing this in mind, we expect that using virtual
reality to visualize and analyze the Impact simulation data will offer more options in
terms of interactions and make the exploration faster and more intuitive. Integrating
the system in an immersive environment will provide domain experts and users with
powerful tools for data analysis, such as selecting the 3D probes at the desired locations
and displaying the corresponding information directly in the 3D space. Such an approach
would give more flexibility and expand the interaction and selection possibilities to fulfill
all implementation requirements. The following chapter will give a detailed description
of the resulting system for visualizing the Impact simulation data in VR.
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CHAPTER 5
Impact Simulation Data in

Virtual Reality

5.1 Overview

As mentioned in the previous chapter, using 2D devices to visualize and explore the
Impact simulation data introduces some limitations due to the specific nature of the data.
Therefore, the goal of this thesis is to provide a Virtual Reality system incorporating
various visualization and interaction tools to support domain experts in exploring and
analyzing the Impact simulation data. We try to answer whether the exploration is
intuitive and effective and helps domain experts in gaining insights faster and easier
by using an immersive environment. The resulting system combines well-established
visualizations such as histograms and box plots and various interaction and navigation
techniques, suitable for an immersive system. Given this, the following three sections
will cover different aspects of the system to describe its structure and functionality.
Section 5.2 gives a brief description of how we address the domain experts’ tasks and
what solutions we propose. Section 5.3 gives an overview of the challenges that needed
to be considered and overcome. The different visualizations techniques are covered in
Section 5.4. Finally, Section 5.5 describes the implemented interaction possibilities and
how to trigger them.

5.2 System Components and VR Solutions to Domain

Experts’ Tasks

We introduce an immersive system combining several components, tools and interactions
to support domain experts with solving their tasks and ease the exploration process.
There are two main components in our virtual reality space. The first component is the 3D
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5. Impact Simulation Data in Virtual Reality

point cloud visualization of the data and is placed at the center of the environment. The
second component is an intuitive 2D UI adapted from the 2D desktop system described
in Chapter 4. The 2D UI is placed on a TV screen in the VR space and is used for
modifying various properties of the point cloud visualization. These properties include
filtering and brushing options, appearance properties such as point size or color, clipping
capabilities and others that will be described in detail in the next sections. An image of
the two components can be seen in Figure 5.1.

Our system works with standard Virtual Reality setups with room-scale tracking, including
a headset, two controllers and two base stations. In this work, we propose the so called
probes as a key concept the visualizations and interactions are based on. A probe is a
3D object which can be resized and placed arbitrarily in the scene by using the two
controllers tracked in the 3D space. To keep the operations as simple as possible, we use
spherical probes which turned out to be versatile and sufficient for our application. The
VR application is an extension of the 2D application and provides additional functionality
to solve the tasks. We also incorporate additional options to help solve the tasks. For task
T1, except for the axis-aligned clipping planes, the user can activate a controller-based
clipping plane that moves with the controller. For solving task T2, the system supports
an additional mode, i.e. transparency mode, which uses alpha blending to highlight
points or regions with extreme values. For filtering data (T3), the user can additionally
highlight or discard the lower and higher outliers with the discard options provided in
the 2D UI. The probe tool is the central exploration component in our system used to
create the probes. With the help of the probes tasks T4, T5 and T6 can be solved. A
probe allows users to explore a particular region of the point cloud model by displaying
the attribute distribution with a histogram or showing statistical information in the form
of text, including different statistical measures for the points inside the probe (T4). The
system supports the placement of multiple arbitrary probes and provides an option to
compare them with the analyze regions tool (T5). As a tool for comparison we propose
box plots placed on planes in the 3D environment, which can be toggled by the user.
Similarly to that, the user can also compare attribute changes in time at a specific region
by activating the analyze time tool (T6). This tool allows users to control the simulation
flow and go back and forth through the frames. The user can also select the frames to
analyze further. For each selected frame, the system displays a box plot. The following
sections will describe these exploration tools and the necessary interactions to trigger
them in detail.

5.3 Challenges

Several challenges need to be taken into consideration before developing the system.
The first challenge is regarding the performance. As mentioned earlier, the Impact
simulation data consists of 400 frames with more than one million points, each point
having multiple attributes. Since the data has multiple frames, it is challenging to
make the visualization efficient while still being able to interact with the simulation and
get real-time feedback. Further preeminent issues to consider are the visualization
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5. Impact Simulation Data in Virtual Reality

challenges. More specifically, it is essential to find such visualization techniques that can
be expressive, give information about the simulation, and also cover the multivariate and
time-dependent aspects of the data. Closely connected with that are the interaction
challenges. On the one hand, users need to naturally interact and move within the
environment which should resemble the real 3D world. On the other hand, it is also
beneficial to introduce additional interaction techniques that are not possible in the
real world, but can provide more functionality and support a faster exploration, such
as grabbing and moving objects from a distance. Depth perception is another key
element to consider when developing a system in the 3D space. We planned to have
some of the objects to be transparent, which causes additional computational overhead
to achieve realistic depth perception.

A 3D environment in an immersive system offers more space than a 3D environment
displayed on a 2D device. The additional third dimension allows one to move and place
objects freely in space and observe them from various angles. Still, occlusions could
occur and make the exploration challenging if there are many objects in the scene that
are overlapping. Therefore, we also had to implement various algorithms and interaction
capabilities to reduce occlusions. Last but not least, a very common problem with
VR systems is motion sickness as discussed in Section 2.5. It could cause unpleasant
symptoms that can distract users from the VR experience and reduce comfort. According
to previous research and various recommendations, we developed our system intending
to decrease the probability of motion sickness emergence. In the following chapters, we
explain how we deal with the given challenges while still following the main objective of
this work.

5.4 Visualization Techniques to Support Impact

Simulation Data Exploration in VR

5.4.1 Exploration of Individual Regions

One crucial exploration aspect for the domain experts is analyzing different regions that
might influence the impact and find areas with extreme attribute values. Therefore, we
provide the probe as a central exploration tool. The probe is used to trigger several graphs,
plots, and various visualization techniques to support the better understanding and insight
of the Impact simulation data. Our VR system extends the basic 2D application with
arbitrary manual probes (3D spheres) with varying sizes that can be created and placed
anywhere in the environment by the user. For the VR system, we use spheres instead
of box-shaped probes, because they do not have edges and do not require rotation
transformations. Figure 5.2a illustrates how a probe is created with the controllers. The
grey color indicates that the probe is still not placed in the environment, but is attached
to the controller and can be modified. Once a probe is placed, the sphere is colored in
blue and a 2D plane with a histogram above the probe is displayed. As Figure 5.2b shows,
three probes are placed in the scene, and for each one of them, there is a histogram
above the sphere. The histogram displays the distribution of the data points inside the

52



5.4. Visualization Techniques to Support Impact Simulation Data Exploration in VR

(a) Creating a probe, which is attached to the main controller and can be modified

(b) Three probes with density attribute and varying sizes placed at different locations

Figure 5.2: Example of using the probe tool for creating probes, displaying histograms
and statistics, and changing individual attributes.
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5. Impact Simulation Data in Virtual Reality

(c) The same three probes, all with statistics instead of histograms

(d) Changing the probe attribute to energy for one of the probes

Figure 5.2: Example of using the probe tool for creating probes, displaying histograms
and statistics, and changing individual attributes.
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5.4. Visualization Techniques to Support Impact Simulation Data Exploration in VR

Figure 5.3: The histogram of the last-placed probe in the scene is also visible on the TV
screen. The histogram above the probe is simply a texture, while the one on the TV
screen is interactive and can be used for filtering data.

probe for a given attribute, which is displayed at the top part of the histogram plane.
The histogram is split into several bins with a specific range. The higher the bin, the
more points fall into that range according to the selected attribute. If there are no
points from the point cloud inside the probe, the histogram plane is empty. The points
lying inside a probe are highlighted with higher luminance, meaning the color appears
brighter than points outside the range of a probe. The attribute of the histogram can be
changed at any time, and the new distribution is computed accordingly and displayed.
While the attribute visualized in the histogram can be changed at any time, we do
not provide complex interactions such as brushing in VR. Nevertheless, to enable more
complex interactions we also provide a 2D UI placed on a TV screen supporting extended
capabilities of the original 2D application. The histogram of the last-placed probe is
visualized on the TV screen and can be used for filtering the data (Figure 5.3).

Furthermore, the users can also display statistical information for the given probe instead
of the histogram. An example of this feature is given in Figure 5.2c, where the histogram
is switched to show statistics for all of the probes. The statistical information contains
the current attribute of the probe, the number of points that the probe contains, the
min, max, average and median values, and the variance and standard deviation
for all the points in the probe. The statistics can help users read out exact values, while
the histogram can provide a global overview of the data distribution. The user can place

55



5. Impact Simulation Data in Virtual Reality

multiple probes in the scene with different sizes, change the attributes individually, and
switch between histogram and statistics. Figure 5.2d shows the new statistical information
for one of the probes after changing the attribute from density to energy. The manual
placement of probes through the controllers in the 3D immersive environment can be
defined as a "Details on Demand" technique according to Schneiderman’s Mantra [Shn96].
It allows users to explore particular regions of interest and display more information and
details about the data points in the given region only after the user requested them,
which covers the requirements for task T4.

To show the histogram and statistics information we rely on view-aligned billboards.
Each billboard is attached to a probe, placed at the sphere center, and is offset so that it
is on the top part of the probe. Additionally, every billboard is always facing the headset
meaning that no matter from which angle or position the user observes the scene, the
information on the billboard can always be seen. If there are multiple probes in the
environment, it is likely that the billboards overlap from the viewing position. In order to
handle this occlusion problem, we implemented an algorithm that is described in details
in Section 6.3.

5.4.2 Region Comparison and Analysis

Another request from the domain experts was to be able to compare different regions
(T5). They are particularly interested in discovering how a given attribute varies at
the impact crater compared to other parts of the data simulation. The histogram and
statistics are suitable for getting insights into the distribution for a particular region.
Clearly, remembering statistical information between successive measurements is not
feasible. Simply placing them simultaneously in the environment poses the problem
of occlusions, especially if there are multiple probes in the scene. Additionally, in our
implementation of the histograms we always use a maximum of ten bins. We limited
the bins to reduce visual clutter. Also, ten bins are sufficient to get a general overview
of the attribute distributions. The bins are adjusted to the current data range of the
points lying inside a probe. Consequently, this may result in histograms with different
bin ranges, making it hard to compare them. Therefore, for the comparison of multiple
regions we introduce the analyze regions tool. This tool is used to investigate probes
further with box plots. A box plot is a type of graph in descriptive statistics graphically
displaying numerical data through quartiles. It represents a dataset based on five values
- the minimum, maximum, the sample median, and the first and third quartiles. The box
plot is constructed of two parts - the whiskers and the box. The whiskers can represent
several alternative values, but, in this work, we use the minimum and maximum values
as whiskers. The whiskers are displayed with a short horizontal line at the lowest and
highest value. The box is drawn from the first to the third quartile with a horizontal line
in the middle to denote the median.

Once the analyze regions tool is activated, an empty plane is displayed above the secondary
controller and is attached to it so that the user can move within the environment and
always have the plane at hand (Figure 5.4a). This plane is used to show multiple box
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plots, one for each selected probe. With the main controller the user can select for
which probes to display a box plot on the plane (Figure 5.4b, Figure 5.4c). The probes
that are selected are colored in yellow to indicate that they are currently analyzed with
the analyze regions tool. The user can place the plane with the box plots in the 3D
environment at any location (Figure 5.4e), and this will create another empty plane
attached to the secondary controller. The user can then again select new probes (a probe
can be selected in multiple planes) to display box plots for them. Another option is to
copy the information of an already placed plane and only change its attribute (Figure 5.4f,
Figure 5.4g). In this way, an unlimited number of planes for different probes or attributes
can be created and compared with each other (Figure 5.4h). The box plots in each plane
are displayed horizontally in the same order in which the probes were selected.

The box plots in a plane are always displayed for the same attribute, denoted on top of
the plane. Even if the selected probes are examining different attributes for the histogram,
the box plots plane has its independent attribute that can be changed at any time with
the secondary controller (Figure 5.4d). The horizontal line on the bottom of the plane
denotes the probes, and the vertical line on the left shows the data range. The range
depends on the minimum and maximum values in the probes. The box plot with the
biggest difference of its highest and lowest value is the largest so that the other box plots
are vertically shorter. The properties of the box plots can help users interpret datasets
and compare regions by recognizing similarities, differences, and trends. First, the user
can tell whether the compared probes are different by looking at the boxes. If the boxes
do not overlap, then the compared probes are entirely different in terms of attribute
values. If they overlap, the user can consider the median lines. If the median line of one
box plot lies entirely outside the box of another box plot, it is likely that the probes are
different. On the other hand, if both median lines lie within the overlap between two
boxes, then the final step is to compare the whiskers. The whiskers represent the range
of the two extremes, where large ranges indicate wider distributions, thus, more scattered
data. With these properties of the box plots, the domain experts can read out crucial
information about different regions and also recognize trends and similarities, which is
what was required for task T5. A scenario showing the different functionalities of the
analyze region tool can be seen in Figure 5.4.

As mentioned earlier, each box plot is a statistical representation of the data points
inside a single probe and is displayed in the same order in which the probes were selected.
However, it might be difficult and impractical to remember which probe corresponds to
which box plot. Therefore, we introduce visual links used to connect each box plot to its
respective probe. A similar approach has already been used in previous research in 2D
as well as in 3D environments. Waldner et al. [WPL+10], for instance, use visual links
to connect related pieces of information across various application windows and this way
highlight relevant contents. Prouzeau et al. [PLE+19] use visual links to illustrate the
connections between data points in visualizations with their respective context in the 3D
space. The authors also optimize the link layout placement with respect to a particular
point of view for reducing occlusions and clutter for one or more users in the immersive
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(a) The analyze regions tool is activated and an empty plane is displayed

(b) One of the probes is selected for analysis and a box plot is displayed on the plane

Figure 5.4: Example of using the analyze regions tool for comparing regions and their
characteristics according to different attributes
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(c) Two more probes are added in the scene and are selected for a box plot analysis

(d) The attribute of the active box plot is changed to pressure

Figure 5.4: Example of using the analyze regions tool for comparing regions and their
characteristics according to different attributes
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(e) The box plot is placed in the environment and cannot be modified anymore

(f) A new empty plane is intersected with the placed box plot to copy its information

Figure 5.4: Example of using the analyze regions tool for comparing regions and their
characteristics according to different attributes
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(g) The copied information is now visible on the currently active box plot

(h) The attribute of the copied box plot is changed to energy and placed too

Figure 5.4: Example of using the analyze regions tool for comparing regions and their
characteristics according to different attributes
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environment. Their implementation uses a force-based model with various computations
and forces applied to displace the lines and minimize intersections.

In our approach, we use simple straight lines to connect a box plot with its respective
probe. We do not consider possible occlusion issues, as this goes beyond the planned
scope of the work and will possibly be part of future improvements. Each of the lines
connects the center of the probe with the bottom part of the box plot. Each line has a
distinct color that corresponds to the color of the box plot. In each plane, the box plots
are colored according to a pre-defined color scheme, meaning that, for instance, the first
box plot in all planes will be blue, the second will be green, and so forth. Figure 5.5a
shows how the visual links are connecting a probe to its respective box plot and how the
lines are colored according to that. However, all selected probes for the analyze regions
tool are colored in yellow to indicate that they are picked in at least one plane. We
decided not to color the probes with the color of the line since a probe may be connected
with multiple lines with different colors, which will lead to confusion. The user also can
turn visual links off for each plane, which means that no visual links for that plane will
be visible (Figure 5.5c, Figure 5.5d). We introduced this option to avoid obstructions if
there are many probes and planes and to improve readability. Figure 5.5 illustrates the
feature for turning visual links off.

5.4.3 Spatio-Temporal Exploration

Besides comparing different regions, the domain experts are also interested in observing
attribute value changes of the simulation in time (T6). Therefore, we implemented
functionality similar to the analyze regions tool, called analyze time tool, to allow for the
spatio-temporal exploration of the data. The animation of the data simulation consists
of multiple frames, each with varying attribute values and point positions. With the
analyze time tool, the user can select a region/probe and compare attribute changes
and differences in time. Differently from the analyze region tool, the plane this time
displays box plots for different frames of a given region. The currently selected probe is
colored in orange, and there is only one visual link, colored in white to indicate the plane
and the region of investigation. The main controller provides options to play, pause,
stop the animation and switch between frames, similar to video player controls. Once
a probe is selected, the active frame at the time of the selection is displayed as a box
plot in the plane (Figure 5.6b). In order to add box plots for other frames, the user
can employ the video player options to switch between frames and select an additional
frame to be displayed (Figure 5.6c, Figure 5.6d). No matter the order of adding frames,
they are always displayed in the correct time sequence on the plane. If a frame already
exists on the plane, it will not be added twice since the box plot would contain the same
information. The analyze time tool allows users to observe and investigate changes at
different locations and times during and after the impact.
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(a) Visual links connecting a box plot to a probe, colored according to the box plots

(b) The main controller is used to turn the visual links off for one of the planes

Figure 5.5: Example of turning visual links off
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(c) Visual links for the right plane are turned off

(d) Visual links for both planes are turned off

Figure 5.5: Example of turning visual links off
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5.4.4 Additional Features Supporting Exploration

The previously described tools cover the needs for solving tasks T4-6. In this section,
we discuss the improvements and extensions to the basic 2D desktop implementation for
solving tasks T1-3. In our VR application, we introduce the clipping tool. With this
tool, the user can activate a clipping plane attached to the controller and, in this way,
cut the data from any position and angle and observe the inner structure (Figure 5.7),
which is otherwise obstructed by the outer points.

The 2D desktop implementation includes multiple options that are particularly useful for
exploration and the given tasks, so we decided to incorporate them in our VR version of
the system. However, in VR we extend the functionality of the 2D implementation with
new features. These features are displayed on a 2D UI placed on a 3D TV screen model
as a browser texture, which is interactive. The 2D UI with its additional functionality
can be seen in Figure 5.8. In order to interact with the 2D UI in VR, the user should
activate the ray tool and use the controllers to turn on/off the different options. Some
of the basic options are explained in Chapter 4. We introduce additional features that
provide further interaction, visualization, and rendering options in the current work. The
2D UI is organized into five different parts according to the purpose of each option.

The Appearance area provides options for modifying the look of the 3D point cloud by
changing the point size, selecting a different color map (Figure 5.9a), or attribute, and
starting the simulation. Alternating these options influences the visual properties of the
points and is therefore helpful for solving tasks like T1.

With the Clipping Options the points can be reduced by using axis-aligned clipping
planes (Figure 5.9b). This is particularly helpful for solving tasks T1 and T3. The
sliders are used to control the position of a clipping plane according to an axis. The
checkboxes for each axis allow to invert it, meaning that the clipping will be applied from
the opposite direction so that the previously clipped points will be visible and vice versa.

The Shading options are used to control how the user perceives the data points. With
the "Normalize Data" checkbox, the current attribute values are converted into the range
from 0 to 1. This option also affects how the color map is applied, which is particularly
useful for some attributes and their mapping. The "Enable Shading" option is used
to mimic a realistic 3D sphere rendering of the data points. Without this option, the
data points are perceived as 2D flat circles facing the camera, which is unsuitable for
perceiving the structure, especially at regions with the same color. Therefore, a realistic
3D sphere rendering improves point perception with the help of precomputed shading
and lighting. The method to achieve realistic 3D spheres is called impostor rendering and
uses flat billboards. Additionally, the user can enable the "Reconstruct Depth" option
to recompute depth values according to the point positions and the viewing position.
Ensuring correct depth at each fragment is required in order to avoid overdraw and reduce
"popping" effect [DST19], which is resulting from flat billboards that occlude neighbors.
The shading options are a valuable addition to help users investigate the structure and
placement of the points (T1). Figure 5.9c illustrates an example for applying the shading
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(a) A probe placed at the center of the point cloud

(b) Selecting the probe to analyze the density attribute value changes at the given region.
Frame 9 is added for analysis as it is the active frame at the moment of selection

Figure 5.6: Example of using the analyze time tool

66



5.4. Visualization Techniques to Support Impact Simulation Data Exploration in VR

(c) Adding frame 1 for analysis

(d) Adding frame 4 for analysis

Figure 5.6: Example of using the analyze time tool
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Figure 5.7: The clipping tool, used to cut through the 3D point cloud and observe the
inner structure

options to modify the appearance of the points.

The "Enable Transparency" option in the Transparency panel will trigger alpha blending,
which will result in partial or complete transparency of the points. Instead of mapping
color to the attribute values of the points, with transparency, the mapped value is alpha,
which ranges from 0.0 (fully transparent color) to 1.0 (fully opaque color). Transparency
can help users to easily detect inner parts and regions with high or low attribute values.
It still preserves the whole structure of the point cloud and is, thus, beneficial for all
three tasks T1-3. Our transparency panel offers various properties that can be modified
to change the mapping or transparency features. These options will be described in detail
in Section 6.2.

The Discard Options panel provides graphical widgets to discard points that do not
lie in a particular range for the given attribute or to color them with a uniform color
(Figure 5.9e). Additionally, there are options to detect the lower and higher outliers in
the data [HPPS18] and either discard them or highlight them with a color from the color
picker (T2, T3).

Lastly, in the bottom right corner, the white plane can either display a histogram or
a parallel coordinates plot as it has already been described in Chapter 4. In our VR
application, a histogram plot can be triggered by either clicking on one of the probe
buttons at the bottom of the histogram plane or placing a probe with the controller in
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(a) Using the dropdown menu to change the color map from the Appearance panel

(b) Using the axis aligned clipping planes from the Clipping panel to cut the visualization in X
and Y directions

Figure 5.9: Using the TV screen 2D UI to modify various properties of the point cloud
visualization.
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(c) Enabling shading and reconstruct depth. Data is also normalized and point size is increased
for better visibility

(d) Probe 1 button is activated to display a predefined fixed cuboid probe. The histogram is
computed for points inside the probe and all points outside the cuboid are colored in gray

Figure 5.9: Using the TV screen 2D UI to modify various properties of the point cloud
visualization.
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(e) Using the discard out of range option to remove the gray points

(f) Applying histogram brushing to filter out data in a specific range according to the attribute
Energy

Figure 5.9: Using the TV screen 2D UI to modify various properties of the point cloud
visualization.
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the scene. In the former case, the probes are box-shaped with a fixed position at the
crater of the visualization, as can be seen in Figure 5.9d. In the latter case, a histogram
is automatically displayed once a sphere probe is placed in the 3D scene. The fixed
probes are cuboids since the point cloud itself has a cuboid shape, and domain experts
wanted to observe data properties at the crater for the whole depth of the point cloud.
For the movable probes in VR, we use a sphere because it does not have edges and does
not require rotation transformations, therefore, it is more simple and intuitive to place
and transform. The histogram displayed on the 2D UI shows only the distribution of
the points of the probe placed last. This histogram, differently from the histograms
above each probe, is not static, meaning that it can be brushed to filer out data and
reduce points (T3). Applying histogram brushing to reduce the points can be seen in
Figure 5.9f. The parallel coordinates plot is limited only to its basic functionality, as it is
not the main focus of our work.

5.5 Interaction with the Impact Simulation Data in VR

5.5.1 Interactions Overview

Figure 5.10: HTC Vive hardware components [Inc15]

Interactions are crucial because they allow the communication and connection between
the user’s intention and the immersive system’s response. For this work, we use an HTC
Vive system consisting of a VIVE VR Headset, two controllers, and two base stations
to track the devices in the 3D space. Figure 5.10 shows the components of the HTC
Vive system. We adapt some of the 3D UI interaction metaphors by LaViola et al.
[LKM+17], but also extend and add additional features. The interactions are split into
three main groups according to the type of interaction - navigation in various menu
types, object manipulation, and movement in the 3D space. In the next paragraphs, we
provide information about our interaction adaptions and design decisions. Before going
into detail, however, it is vital to know the components and name conventions of the
controllers’ buttons. Figure 5.11 illustrates an HTC Vive controller. Four buttons are
used for interactions - menu button, trackpad, trigger button, and the grip buttons.
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Figure 5.11: HTC Vive Controllers and Buttons [Var19]

5.5.2 Menu Types and Navigation

In our Virtual Reality application, there are two different menu types. The first one
is the 2D UI shown on a TV screen in the 3D environment (Figure 5.8). The second
menu type is a radial menu attached to the controller (Figure 5.12). The 2D UI provides
options for modifying various features of the point cloud visualization. The necessary
interactions to use the different options of the 2D UI will be described in detail in the
following sections.

In our system, there is a difference between the two controllers since they offer different
functionalities. Therefore, we have the main controller and the secondary controller.
The main controller is indicated with the "M" letter placed at the bottom part as it can
be seen in Figure 5.12. Both controllers have a radial menu which is displayed on the
trackpad. The main controller is used to switch between different interaction tools and
the secondary controller to change the attribute. The radial menu on the main controller
is always opened when the user clicks on the trackpad button. Four different tools are
then displayed, and the user can switch between them just by touching the respective
field, as can be seen in Figure 5.13. The user needs again to click on the trackpad button
once the desired tool is chosen in order to close the menu and be able to use the tool.
The menu can always be opened by again clicking on the trackpad. The four different
tools the user can choose from are:

• Probe (see Figure 5.13a) - this tool is used for creating and manipulating probes
in the scene. A probe is a sphere with a modifiable size that can be placed at a
desired location and represents statistical information about the point cloud points
lying inside it.
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Figure 5.12: Radial menu on the main controller to switch between tools

• Ray (see Figure 5.13b) - represents a laser used to select or change options on the
panel menu placed on the virtual TV screen. The laser is green when it points to
the TV and red otherwise, indicating when it is possible to interact with the TV.

• Clipping (see Figure 5.13c) - this tool activates a clipping plane that is always
attached to the main controller and can be used to cut through the point cloud
visualization. This way, it is possible to observe the inner parts of the visualization.

• Analyze Probes (see Figure 5.13d) - offers a tool to compare different region-
s/probes or time frames at a given region. Accordingly, there are two options -
analyze regions and analyze time.

To be aware of what tool or option is currently active, the controllers also have a text
screen above the menu button displaying the necessary information (Figure 5.13). One
of the main functionalities of the secondary controller is to change the attribute. As
shown in Figure 5.14, the attribute menu is again a radial menu, which works only
with a touch to switch the attribute. The attribute menu is opened automatically in
three different cases. First, when the probe tool is active, the user can select a global
attribute on the secondary controller, meaning that all further probes will inspect the
data according to the selected attribute (Figure 5.14). Second, when the user intersects a
probe with the main controller, he/she can change the respective probe attribute. Third,
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(a) Probe tool (b) Ray tool

(c) Clipping tool (d) Analyze tool

Figure 5.13: The radial controller menu on the main controller to switch between different
tools

the analyze probe tool activates a box plot panel with a particular attribute, which can
also be modified.

5.5.3 Object Manipulation

Object manipulation is another essential interaction type in the given system. Therefore,
we provide and adapt two different types of grasping techniques inspired by LaViola et
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(a) No global attribute selected for probes (b) Changing the attribute to energy

(c) Changing the attribute to strain

Figure 5.14: The radial attribute menu on the secondary controller to switch between
different attributes

al. [LKM+17]. We introduce close-range grasping techniques to directly interact with
objects in the proximity and long-range pointing techniques involving distant interaction
with objects.

The close-range techniques are performed with the trigger. With the trigger button of
the main controller, the user can activate and use the currently selected tool. In the
case of a probe tool - clicking the trigger creates a probe. The user can place it at a
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(a) The probe is created, the trigger of the second controller is not pressed

(b) The probe is smaller if the distance between the controllers is smaller

Figure 5.15: Rescaling a probe depending on the distance between main and secondary
controller
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(c) The probe is scaled up if the distance between the two controllers is
increased

Figure 5.15: Rescaling a probe depending on the distance between main and secondary
controller

desired location in the 3D space when releasing the trigger. While holding the trigger on
the main controller, the user can also simultaneously click the trigger on the secondary
controller to modify the size of the probe. The size depends on the distance between the
two controllers - the bigger the distance, the bigger the sphere, and vice versa. Figure 5.15
illustrates the probe resizing depending on the distance between both controllers. Once a
probe is placed, the user can always retake it and modify it. This interaction happens if
the main controller intersects with the probe (it changes its color to green to identify the
intersection) and the user presses the trigger (Figure 5.16a). If the secondary controller
intersects with a probe, it is colored in red, indicating the user can delete it by pressing
the trigger (Figure 5.16b). The text screen on the controller also indicates that the sphere
can be deleted with the trigger. In general, every object in the scene (probe, clipping
plane, box plot) except for the point cloud visualization and the TV screen can be deleted
if intersected and at the same time the trigger of the secondary controller is pressed.

If the ray tool is selected, the trigger on the main controller is used to activate the ray.
After the ray is activated, the user can change different settings on the TV screen’s 2D UI
with it. The trigger mimics the left click on a standard mouse device, and the touchpad is
used as the mouse’s wheel. If the clipping tool is currently selected, the trigger activates
a clipping plane attached to the controller as long as the trigger is pressed. Once it is
released, the clipping plane preserves its last position in the 3D space. Similar to the
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(a) Sphere color is green if it is intersected with the main controller, indicating
that it can be grabbed and modified

(b) Sphere color is red if it is intersected with the secondary controller, indi-
cating that it can be deleted by pressing the trigger

Figure 5.16: Intersection of a probe with a controller indicated by the sphere color
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probe tool, the clipping plane can be retaken (no need for intersection, though) with the
main controller, and the secondary controller can delete it. Finally, the trigger is used to
select probes for the analyze probe tool, again when intersecting. A box plot is displayed
on a plane attached to the secondary controller for each of the selected probes. After
the desired probes are selected, the box plots plane can be placed anywhere in the 3D
environment by pressing the trigger on the secondary controller. As with the probe,
the user can delete the placed plane by intersecting with the secondary controller and
pressing the trigger. If intersecting with the main controller, the user can grab the plane
and change its position, but can not modify the information.

Although the ray is activated with the trigger, the ray tool is, in fact, a long-range
pointing technique since the user can operate it from any distance. Once the ray is
activated and is pointing to the screen, the trigger can be used as the left mouse button
to control and modify different options of the 2D UI on the TV screen. The ray changes
its color to indicate whether it is pointing to the screen. If it is, then it is colored in green,
and screen interactions can be performed. If it is pointing outside the boundaries of the
TV screen, it turns red to indicate that no UI modifications are possible (Figure 5.17).
The rest of the long-range pointing techniques are performed with the grip buttons of the
main controller. Regardless of the currently activated tool, the grip buttons are always
used to grab and move the point cloud visualization. Consequently, the controller does
not need to intersect with the data points since the grabbing works from any distance
and orientation. This way, the user can move the visualization together with the probes
and clipping plane from everywhere. In Figure 5.18a the user is pressing the grip buttons
of the main controller and can therefore move the point cloud visualization anywhere in
3D space and place it once releasing the grip buttons. While pressing the grip buttons,
the scene can also be scaled up and down, which happens by touching the left or right
half of the trackpad as can be seen in Figure 5.18b and Figure 5.18c. The closer to the
left/right border of the trackpad the user touches, the faster the scaling is performed.
The same grabbing and scaling technique is used for the TV screen. However, it is only
possible when the ray tool is activated, and the ray is pointing to the screen. Only then
can the TV be moved and rescaled. In any other case, this interaction technique is used
to transform the point cloud visualization.

The close-range object manipulation techniques provide a much more precise movement
and fine-grained placement than the long-range pointing techniques. Therefore, they
are suitable for objects like the probes and the clipping plane, where accuracy plays
a significant role. On the other hand, the long-range pointing techniques allow users
to rapidly relocate, rotate, or scale the whole visualization and the TV screen from
anywhere in the 3D space. Consequently, each technique in the system is selected and
adapted according to the requirements of the specific task so that the combination of both
interaction techniques provides more precision, flexibility, and faster object manipulation.
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(a) The color of the ray is green if it is pointing to the TV screen

(b) The color of the ray is red if it is pointing outside the boundaries of the TV screen

Figure 5.17: Ray color change according to the intersection with the TV screen
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(a) Grabbing and moving (b) Scaling down

(c) Scaling up

Figure 5.18: Grabbing and scaling up and down the point cloud visualization
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5.5.4 Movement in 3D Space

Navigation and traveling is another crucial interaction type in immersive environments.
Our system provides one of the full gait techniques - physical walking. As LaViola et
al. [LKM+17] describe, physical walking is the most natural technique since the user
can walk and move in the same way as in the real 3D world to travel from one location
to another one. This full gait technique is possible because the Impact simulation data
visualization environment is restricted to the point cloud visualization, the TV screen,
and all additional objects placed within and around the point cloud. Therefore, the
VR environment does not require specific traveling metaphors. For the application, a
physical room with around 9 m2 in size is sufficient. Not only is physical walking a
natural movement and requires no prior knowledge, but it is also beneficial for reducing
the probability of motion sickness occurrence.

5.5.5 Further Interaction Options

The remaining interactions and options cannot be summarized in one of the categories
mentioned above. Most of them are performed with the menu button. The menu button
of the main controller is used to reset the whole scene. In case the main controller
intersects with a box plots plane, the menu button is used to turn on/off the visual links.
When intersecting with a box plot, the menu button of the secondary controller is used to
copy the information to the currently active box plot. The grip buttons of the secondary
controller are used to turn on/off the billboards above the probe. The trigger button of
the main controller can be used as the left mouse button for controlling the 2D UI on
the TV screen when the ray tool is active. The options on the 2D UI include buttons,
dropdown menus, checkboxes, sliders, tabs, and text fields. All of them are clickable
and modifiable by the trigger. The trackpad can be used as the wheel button on the
mouse to scroll up/down on a dropdown menu or to increase/decrease values on the text
field. Table 5.1 summarizes all possible interactions for both the main and secondary
controller depending on the button and whether the controller intersects with an object.
Figure 5.19 visualizes the possible interactions assigned to the buttons of both controllers.
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5. Impact Simulation Data in Virtual Reality

(a) Possible interactions with main controller

Figure 5.19: The possible interactions with both controllers assigned to different buttons
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(b) Possible interactions with secondary controller

Figure 5.19: The possible interactions with both controllers assigned to different buttons
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CHAPTER 6
Perceptual Considerations and

Optimizations in VR

Perception is crucial for understanding and communicating with the surrounding world,
whether it is a virtual or a real one. During our implementation process, we received
valuable feedback from people testing or viewing our system. An often mentioned issue
was the perception of points in the 3D space since initially, we provided only 2D flat
circles. As a result of the feedback, we further developed and improved multiple features
of our application. These include perception enhancements, immersion improvements,
occlusion handling, and motion sickness occurrence reduction. The following subsections
present different solutions and rendering modes to address these topics.

6.1 Impostor Rendering of Spheres

In our basic implementation, we only rendered 2D flat circles for our point cloud
visualization. Each circle always faces the camera and has a specific color according to
the color map or other settings from the 2D UI. In case multiple circles in proximity
have the same color, they blend, and it is impossible to observe the structure details and
roughness at these regions. For this reason, we decided to render spheres instead of flat
circles to depict structure roughness and bumps better.

To render a sphere in the 3D space, we can simply generate a sphere mesh and render
it. However, a spherical mesh never represents a mathematically correct sphere even
if we use a large number of triangles, as it will still be an approximation and will not
look realistically. Moreover, having an environment with a large number of spheres
using meshes would require rendering a huge set of polygons, which will cause a time
overhead and is not very efficient. Spheres are, though, very simple objects. We can use
another powerful, but relatively simple method to render realistic spheres. In computer
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graphics, spheres can be visualized by rendering them as impostors. The technique uses
view-aligned planes rendered at sphere locations and computing color and extent in a
per-pixel operation to make the object look three-dimensional. An impostor is a 2D
image texture mapped on a rectangular plane, called a billboard, that creates the illusion
of highly detailed geometry.

In order to create realistic spheres through impostor rendering, we first use the vertex
shader to compute the vertex positions of each point in the clip space. With the help
of a geometry shader, we create a square at each of these positions and with the same
width/height as the actual circle, meaning that as an output, we receive four vertices
out of one. These four vertices represent the corners of the square, and in the impostor
space, they have the coordinates (−1,−1), (−1, 1), (1,−1), (1, 1). They are stored in a
variable passed to the fragment shader. We will refer to this variable as uv_mapping.
The square is called a billboard and is always facing the camera. To form realistic 3D
spheres, we then use the fragment shader. In the first step, the fragment shader discards
all fragments outside the sphere, thus, forming a 2D flat circle. After that, we need
to recompute the normal of each point on the sphere’s surface. We do this to find the
correspondence of each point in the square to a point located on the sphere surface. For
this purpose, we use the uv_mapping variable to compute the normal for each position.
The normal can be computed by using simple trigonometry. We know the distance from
each position in the square to the center. We also know that the radius in the space of
the uv_mapping is normalized and therefore has a value of 1. We also know that the
normal at each point is pointing in the same direction as the vector from the sphere’s
center to that point on the surface. The normal computation can then be expressed
mathematically as: n = (u, v,

√

r2 − |(u, v)|2), where n is the recomputed normal, u and
v are the first and second coordinates of the uv_mapping and r is the radius.

x

r y

x = |(u, v)|

y =
√

r2 − |(u, v)|2

Figure 6.1: Normal computation in 2D space
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Figure 6.1 illustrates the computation of the new normal in 2D space for better under-
standing. We are searching for a 2D direction, so we need x and y, where x = |(u, v)|. As
we know x, and we also know the length of the vector r, we can easily compute y with
the Pythagorean theorem: y =

√

r2 − |(u, v)|2, and so we have our new normal n = (x, y)
for the 2D case.

After having the correct normal, we can now use the Blinn-Phong shading model to
compute the final color for each fragment. For the computation, we use a light source
located at the camera position. This ensures that the point cloud is illuminated from
every viewing direction. After these computations, we have 3D spheres at each point.
However, the point cloud visualization might not look quite correct and realistic. This is
because we also need to recompute the depth value in the fragment shader. In order to do
that, we compute each position on the sphere in clip space by using the projection matrix.
Having the position in clip space, we can use perspective division to transform depth to
normalized device coordinates (NDC). By using the shader read-only intrinsic variable
gl_DepthRange, which describes the range of depth values in the graphics pipeline, we
can compute the depth value, as if the spheres where rendered using polygons. The
computations of the depth in the shader can be seen in Listing 6.1.

uniform mat4 pro j e c t i onMatr ix ;

void main ( )
{

vec4 posOnSphere = spherePos + normal∗ sphereRadius ;
vec4 posOnSphere_screen = pro j e c t i onMatr ix ∗posOnSphere ;
f loat ndc_depth = posOnSphere_screen . z/posOnSphere_screen .w;
f loat depth = ( (gl_DepthRange . d i f f ∗ ndc_depth ) +

gl_DepthRange . near + gl_DepthRange . f a r ) / 2 . 0 ;

gl_FragDepth = depth ;
}

Listing 6.1: Fragment Shader - Depth Computation

The impostor rendering of the point cloud can be activated through the 2D UI on the
TV screen. With the option "Enable Shading", the points are rendered with impostor
rendering and look like 3D spheres. The "Reconstruct Depth" option is used to recompute
the depth, bringing more realistic results, with correct depth from any viewing angle.
Impostor rendering helps the visualization to gain more granularity and brings users
a better awareness of the structure and finer details. Figure 6.2 shows the results of
rendering the point cloud as flat circles, with enabled shading, and with shading and
reconstructed depth.
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6.2 Transparency with Alpha Blending

The impostor rendering option helps users receive more visual information about the
outer structure of the data. Nevertheless, the inner parts of the point cloud still remain
obstructed. Therefore, we provide another rendering mode that can enable insight into
the inner parts of the visualization while still preserving the structure. This problem is
not new and can be found in volume rendering, which uses a transfer function to map
volumetric attributes to RGB colors. This way the opacity of particular parts can be
controlled. In our case, we map a color to an attribute value according to a color map
and a transfer function. In our application, a color is represented by four components,
the first three holding the RGB components, and the fourth is the alpha value. The
alpha value indicates how opaque a pixel is and allows alpha blending to combine images,
creating the appearance of partial or complete transparency.

There are different ways on how to render transparent objects. One of the most famous
methods requires rendering geometry in sorted order (front-to-back or back-to-front),
which can cause computational overhead or lead to problems in the case of overlapping
geometry for more complex scenes. However, many techniques are already used for
transparency that avoid explicit ordering and are summarized as order-independent
transparency techniques. One such technique is depth peeling [BM08]. In our system the
standard sorting technique works well and produces satisfying results efficiently since
only the point cloud is transparent. We compute the distance from the camera for each
point and store the new results in the index buffer for every frame. In this way, we know
how points are sorted. To achieve transparency, we use back-to-front composition and
additive blending.

In the 2D UI, we provide various options to control and modify different features of the
transparency rendering mode (Figure 6.3). The mapping for transparency is entirely
independent of the color map. The alpha value can be mapped to a different attribute
than the one selected for the color map, which happens through the dropdown menu in
the transparency panel. Moreover, the user can adjust the alpha strength with a slider.
The alpha strength is just a multiplier to increase or decrease the transparency. The
dropdown menu below the alpha strength slider is used to change the transfer function
(Figure 6.3b). Depending on the selected transfer function, the transparency value will be
mapped accordingly to the attribute value of each point. Our system offers four transfer
functions for transparency - linear, logarithmic, exponential, and tent function. Each
of the transfer functions can be inverted by clicking on the "Invert Transfer Function"
checkbox. The tent function implementation is inspired by A. König and E. Gröller
[KG01], but is further expanded to provide more flexibility. In our implementation, the
user can modify the tent function by changing three components (Figure 6.3c). The tent
function has a start value so that all points with a smaller value will have an opacity of
0. It also has a center value, where the peak of the function is located, and values having
a value equal to the center value will have the maximum opacity of 1. Finally, the tent
function also has an end value, meaning that all points with a bigger value will also have
an opacity of 0. Points with values between the start and the center value will have an
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Figure 6.2: Rendering the points as flat circles (a), with enabled shading/impostors (b)
and with shading and depth reconstruction (c)
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(a) Available options in the
transparency panel

(b) The mapping functions for
transparency

(c) Sliders to modify the tent
function

Figure 6.3: The images show the available settings for achieving transparency

data
range

0

1

op
ac
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y

start center end

Figure 6.4: Adapted tent function

increasing opacity, like following an increasing linear function. In contrast, points with
values between the center and the end value will have a decreasing opacity, respectively,
like in a decreasing linear function. The user can modify these three values by using
sliders and implicitly following certain rules. The start value can never be greater than
the center, the end value can never be less than the center value, and the center value can
always accept a value between the start and the end value. Our tent function provides
much flexibility and can have various shapes, thus producing different mappings and
transparency results for the different attributes. Figure 6.4 shows how our tent function
is structured.
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With our technique to render semi- or fully transparent points, we can emphasize extreme
values and diminish irrelevant ones and observe inner structures while still perceiving
the general shape of the point cloud. Using the transparency options, we can produce
different rendering results and appearance of the point cloud. Examples of such different
results can be seen in Figure 6.5.

Additionally, the shading and transparency options could be combined to receive even
more expressive and sophisticated visual results. Highly transparent points will not be
visible in the point cloud, while highly opaque points will be visible and will have a 3D
shape so that the structure can easily be perceived. Figure 6.6 shows an example for
combining both shading and transparency techniques.

6.3 Occlusion Handling for Billboards

We implemented a simple algorithm to reduce billboards’ occlusions and hide unnecessary
information. The algorithm goes through every probe and checks its position, radius, and
depth compared to all other probes in screen space coordinates. If a controller currently
intersects an observed probe, all other conditions are disregarded, and its respective
billboard is visible. The same applies if a probe is not intersecting any other probe.
However, there is a certain tolerance for the intersection condition. We do not want to
hide one of the billboards of two probes, when they intersect "slightly", which means we
check "how much" they intersect. We quantify that by measuring the distance between
the centers of probes. If this distance is larger than the sum of the radiuses of two
probes, then this means that they do not even intersect. If the distance is less than
the sum of the radius of two probes, it means that they intersect. However, we want
to hide one of the billboards not simply if they intersect but if almost half of one of
them is occluded by the other billboard. For this reason, we introduce the factor 0.65
so that the allowed minimum distance between the centers of the two probes is defined
as 0.65 ∗ (p1radius + p2radius), where p1 and p2 are two random probes from all placed
probes in the scene, and 0.65 is used as a threshold for the maximum allowed partial
occlusion. The number 0.65 was found empirically. This means that if the distance
between the centers of two probes is less than their computed minimum distance, this
is considered an occlusion. In that case, the algorithm compares the depth of the two
probes to test which probe is closer to the screen. The billboard of the probe closer
to the screen/headset is displayed, and the other billboard is hidden. We require our
own algorithm for that because we want to avoid visual clutter, and, therefore, we
are not rendering all those billboards that are only partially visible. This algorithm is
called the Billboard Occlusion Algorithm (Algorithm 6.1). Figure 6.7 illustrates how
different histograms are shown/hidden according to the view position and direction so
that occluded billboards are just not rendered.

In addition to the Billboard Occlusion Algorithm, there is another algorithm responsible
for the occlusion of a billboard and the point cloud. If a probe is placed fully or partially
inside the point cloud, its billboard is occluded by some of the points, depending on

95



6. Perceptual Considerations and Optimizations in VR

(a) Attribute: Energy, Function: Linear (b) Attribute: Energy, Function: Tent

(c) Attribute: Energy, Function: Inverted
Linear

(d) Attribute: Energy, Function: Logarith-
mic

(e) Attribute: Pressure, Function: Tent (f) Attribute: Density, Function: Tent

Figure 6.5: Different transparency settings applied to different attributes. Different
characteristics and regions can be highlighted or discarded
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Figure 6.6: Combining shading and transparency options to remove irrelevant points and
highlight the structure of the visible points.

the angle from which it is observed. A straightforward solution to this problem is to
rotate the scene so that the billboards are visible since they always point to the headset
(Figure 6.8c). However, this is not entirely intuitive and might still cause occlusions since
the whole scene-setting is changed through such a rotation. Therefore, we introduce an
algorithm that checks how far a probe is placed within the point cloud. If the center
is inside the point cloud, the algorithm computes an offset with the up-vector so that
the billboard is placed slightly above the point cloud (Figure 6.8b). This offset happens
only for the billboard of a currently intersected probe. If there are other objects at the
new computed location for the billboard, it might still be occluded, which is a limitation
of the algorithm since it does not consider other objects. This limitation could be part
of future work and improvements. However, this solution was sufficient for the current
thesis and the domain experts’ requirements. With the help of both algorithms, the users
can observe non-occluded statistical information for the placed probes and, on-demand,
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Algorithm 6.1: Billboard Occlusion Algorithm
Input: All probes P , model M

Output: Updated all probes Pnew, where pbvis is the billboard visibility of a
single probe

1 if n(P ) ≥ 2 and not Mgrabbing then
2 for each probe p ∈ P do
3 if pintersected then
4 pbvis ← true

5 else
6 for each probe p∗ ∈ P\{p} do
7 distance ← d(pposScreen, p∗

posScreen);

8 allowedMinDistance ← 0.65× (pradiusScreen + p∗

radiusScreen);
9 if distance < allowedMinDistance then

10 if pposZ < p∗

posZ then

11 pbvis ← true

12 else
13 pbvis ← not pbvis

14 end

15 else
16 pbvis ← true

17 end

18 end

19 end
20 Pnew ← Pnew with modified p

21 end
22 return Pnew

23 else
24 return P

25 end

show the non-visible billboards by intersecting with a probe of interest.

6.4 Performance Overview and Motion Sickness

We implemented and tested our system on a desktop PC with Windows 10 Pro 64-bit, with
version 19044.1466 as an operating system. The PC has an AMD Ryzen Threadripper
1900X 8-core processor with a clock speed of 3.80 GHz. The RAM has a storage size of
32 GB. For the graphical processing, the computer is equipped with an NVIDIA GeForce
RTX 2080 Ti GPU.

Along with the hardware and software parameters, an efficient implementation is essential
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(a) Three out of the five billboards are visible for the given view direction

(b) Four out of the five billboards are visible for the given view direction

Figure 6.7: Billboard Occlusion Algorithm used to hide billboards that are occluded by
other billboards from the camera view
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(c) Two out of the five billboards are visible for the given view direction

Figure 6.7: Billboard Occlusion Algorithm used to hide billboards that are occluded by
other billboards from the camera view

for achieving high performance and a realistic and smooth experience in Virtual Reality.
For this reason, we tried to optimize our implementation by providing efficient data
structures and algorithms. For instance, we use an octree structure for the traversal of
points to identify which of them lie inside a probe needed for the histogram and statistical
computations. The points are instantly highlighted visually since the rendering and
visual properties are computed on the GPU. For a small number of points (≤ 50000), the
histogram is computed within 200 ms. The histogram computation speed decreases for a
larger probe and with an increasing number of points. In the worst case of including all
points, a computation time of up to 4 sec results. The Impact simulation data consists of
400 frames. In our VR system we import only 10 of these frames, since with a larger
number of frames, the performance decreases significantly, which hinders a smooth user
experience. For this purpose, we take every 40th frame to represent the simulation, which
is sufficient for the domain experts since the changes between two successive frames are
negligibly small, and they want to gain an overview of the data properties. All controller
menus and options are stored as textures on the GPU, so once the user interacts with the
menus, the changes are displayed instantly, with no delay. Additionally, all histograms
above the probes and placed planes holding box plots are also stored as textures. As a
result, they cannot be modified or used for brushing, which would have decreased the
performance due to the additional required computations. With the help of all these
optimizations, we provide a highly responsive system delivering a real-time experience.
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Ensuring good performance and providing a highly responsive system helps also in
reducing the probability of motion sickness occurrence since it has been shown in
Chapter 2 that performance has a significant impact in this respect. Our design choices
are also fulfilling some of the main criteria for decreasing motion sickness emergence.
Our system does not have multiple objects constantly moving or changing their spatial
positions, which would significantly impact motion sickness. Furthermore, the scene is
simple, and the user can naturally move through the space by walking, just like in the
real world. Also, most of the interactions are well-established metaphors adapted from
the standard 3D interaction techniques by LaViola et al. [LKM+17]. In addition, we
implemented haptic feedback to notify the user that a particular interaction has been
performed and to enhance the feeling of presence. For instance, if the user switches
between tools and menu types on the controller or intersects with objects in the scene,
the controllers will vibrate slightly to indicate the state changes.

(a) The probe is placed almost fully inside the point cloud and the billboard is therefore
obstructed by points

Figure 6.8: Billboard Offset Algorithm used to offset billboards in case the billboard is
occluded by the points in the point cloud
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(b) By intersecting the probe with the main controller the billboard is offset in the
direction of the camera up-vector

(c) Rotating the point cloud can also help in solving the occlusion problem, but it might
not work in every case

Figure 6.8: Billboard Offset Algorithm used to offset billboards in case the billboard is
occluded by the points in the point cloud
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CHAPTER 7
Implementation

The thesis was carried out at the VRVis Research center and heavily utilized its infras-
tructure and its collaboration with astronomers Thomas Maindl and Christoph Schäfer.
VRVis provided the necessary hardware and software for developing the current work.
For the hardware and software details refer to the first paragraph of Section 6.4. For
the implementation, we used Aardvark, an open-source platform for visual computing,
real-time graphics, and visualizations, developed by the VRVis research center. To reduce
unnecessary calculations, Aardvark updates the rendering only when the relevant inputs
change [HSMT15]. The platform is based on a functional-first paradigm and provides a
functional API for F#. For shader programming, Aardvark uses FShade [VRV14], so
that shaders are written in F#-syntax, which is then converted to GLSL-syntax and
compiled. For implementing VR applications, Aardvark sends the rendering results to
the HMD via OpenVR [Ste15]. OpenVR is an API and runtime system used to access
VR hardware from multiple vendors without requiring applications to know the hardware
they are targeting explicitly. OpenVR is implemented by SteamVR supporting the Oculus
Rift and HTC Vive.

Our project is based on the execution model of every Aardvark.Media App [Ort17], which
follows the pattern of an unidirectional data flow (ELM architecture). This type of
architecture can be seen in Figure 7.1. The Model component holds the data. The
View defines how this data is visualized. The user can interact with the components
the view produces, which in turn generates Actions. The Update is responsible for
determining how these actions would modify the data and thus generate a new model.

In our implementation, we have two applications running simultaneously and exchanging
data between each other. One of the applications is responsible for the 2D UI running
on the 2D desktop, while the other one is the actual VR application. Changes applied
on each one of them are instantly applied and visible in the other application. Both
applications are running in parallel, which allowed us to load the 2D UI as an interactive
texture on the TV screen in the VR environment. In order to integrate the 2D UI in VR,
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7. Implementation

Figure 7.1: Aardvark Media App Composition [Ort17]

we use a specific module from the Aardvark platform, supporting a method to render
an HTML file to a texture. We call this a render-to-texture method. We use it to first
render UI elements like box plots implemented as HTML/D3 visualizations, but also to
expose all 2D user interface elements mapped onto a virtual TV screen in VR.

The render-to-texture method is not used only for displaying the 2D UI on the TV
screen, but also for all graphical plots in the VR application. The histograms and box
plots implementation is written in JavaScript with the D3.js library. D3 allows the
production of dynamic interactive data visualizations in web browsers. In order to display
a histogram for each of the placed probes and to display the box plot planes, we use
the render-to-texture method. The histogram for the last-placed probe in the scene is
rendered on a separate HTML page. This separate page runs in the background and is
necessary to save the last histogram as a texture. This texture is then displayed on a
plane above the respective probe in our update function. The same principle applies to
the box plot visualization. In this way, we only update the texture of the histogram or
box plot that is currently modified.
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CHAPTER 8
Evaluation and Discussion

In this chapter we describe the evaluation process and discuss the results of the evaluation.
In our evaluation, we assess the usability, effectiveness, and utility of the resulting VR
system. We perform a user study by incorporating both quantitative and qualitative
usability testing to address three concrete questions:

1. Is a Virtual Reality environment suitable for time-dependent multivariate data in
general?

2. Is the resulting system intuitive and usable?

3. Can the system support and help domain experts in solving their tasks?

The following sections give a detailed description of our evaluation procedure, the used
methodologies and questionnaires, the results of the evaluation and a short discussion
about the resulting conclusions.

8.1 Target Group and User Study Design

Since our system was specifically built for scientists in astronomy, the target group are
domain experts. However, we could not find enough participants for a solid user study.
Therefore, we opted for a twofold evaluation - in an expert interview with the main
cooperation partner Thomas Maindl, we evaluated the system from an expert point of
view and after that, in a user study, we evaluated the usability.

In the expert interview, we try to answer the question whether the system fulfils the
domain expert’s expectations and can provide him with the necessary instruments for
exploring the Impact simulation data in VR. We also use this as an opportunity to
receive useful feedback for future expansions and improvements. In the second part of
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the evaluation process, we perform the actual user study with several participants and
different backgrounds. In the second part we mostly concentrate on usability, interactivity,
and general satisfaction of users with the provided experience.

8.2 Evaluation with Domain Experts

In the first part of our evaluation process, our primary goal was to involve a domain
expert to test our VR system. It was essential to analyze the effectiveness, usefulness,
and delivered value for the domain experts. Therefore, we are thankful that Thomas
Maindl took part in this evaluation step and provided helpful feedback for various aspects
of the resulting system. This part of the evaluation process is particularly relevant for
addressing the first and third questions we set initially.

The procedure consisted of a short introduction to the interactions and components of
our VR application. As part of that, the domain expert was given a 10-minutes video
showing the system’s capabilities. After that, we performed a live demonstration of some
of the key features and again explained how to accomplish them. As a next step, Thomas
Maindl had to try out our VR system himself. He first was given time to test various
options to get used to the techniques, and then he could use the system to explore the
data and make insightful observations. We gathered notes during his exploration session
and summarized some of his comments. Finally, Thomas had to fill out a questionnaire
with several open-ended questions.

The domain expert was, in general, highly impressed by our system and believes that
it is a beneficial way to explore data. In the beginning, the system complexity and
interactions were a bit demanding and challenging for him, but then he said that he found
the exploration process intuitive at some point. He commented that with our system, he
could explore data much faster than he usually does because, in our VR application, the
tester can instantly see changes and switch back and forth to different frames. Using
our system, we observed that Thomas could directly read out various properties and
detect patterns and correlations. He also commented on specific characteristics of certain
attributes of the data with the help of the box plots and histograms. Furthermore, the
domain expert liked the 3D point cloud and all the interactions that allowed him to
reposition and rescale it to observe different parts of the data. He is satisfied with the
quality of the point cloud, considering that with the color maps, he can quickly gain
an overview of the attribute distributions. The two rendering modes were valuable to
him, since they provide him with additional information regarding the data structure
and distribution. Therefore, he said that all three rendering modes are helpful, and he
would use all of them depending on his exploration goal and task.

During testing, the domain expert suggested inverting the axis-aligned clipping planes to
obtain more flexibility. Additionally, he suggested enabling multiple controller clipping
planes to reduce data to a desired subset and shape. Thomas also reflected on the
functionality to export data. He finds it helpful to export data from specific points/regions
in text format and also export plots to store new findings and, for example, use them
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in future publications. Thomas believes that exploring such type of data in our VR
system is better than on a desktop because the user has more space. Even if a person has
multiple screens, at some point, they are cluttered, and in VR, the users can basically
place everything anywhere in the virtual space and simply move their head around.
Last but not least, the domain expert did not report any motion-sickness symptoms or
perceptual issues.

In the following, one can see Thomas’ answers to our questions:

1. Q: What was particularly useful/helpful in the system and why?
A: It is particularly useful: provides quick overview of the overall physical system,
able to move “into” the data and look around, easy definition of areas of interest
and plotting statistics/physical properties of SPH particles in these areas. Why: for
efficient analysis of the SPH scenario it is important to identify (1) which simulation
frames and (2) which areas within those frames are relevant. The VR system helps
with both in a quick and intuitive way.

2. Q: Do you want to improve some of the existing features? How and why?
A: Being able to invert the axis-aligned clipping planes, so that they are cutting
the point cloud from the opposite side. Also the controller clipping plane should
move with the point cloud when translating and scaling.

3. Q: Which of the features of the system do you find most useful and why?
A: Moving around the SPH point cloud; Moving “into” the point cloud; being able
to define areas of interest and plotting physical properties (in principle all columns
in the data files: density, pressure, alpha-jutzi, internal energy, etc.)

4. Q: Are the interactions intuitive? If not, which of them would you like to improve
and how?
A: Given the complexity of operations I think the interactions are intuitive. Of
course, there’s a learning curve and that’s ok.

5. Q: Is the system in general easy to use or is it unnecessarily complex? Why and
how would you improve it?
A: I think it is as complex as it needs to be. I would only improve minor character-
istics (see Question 2).

6. Q: What advantages/disadvantages do you observe in the provided system?
A: Advantages: The system provides a quick insight into the simulation. The
interactions and visualizations are well-designed. The system is very responsive,
allowing to quickly create different scenarios and this way explore the simulation.
Disadvantages: the only one that comes to mind is an intrinsic problem of current
VR which is the necessity of VR goggles (with all their peculiarities: weight,
bulkiness, cable, availability, missing standards).
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7. Q: Did you have any perception/motion sickness issues and if yes where/to what
extent?
A: No, none at all.

8. Q: In what way could a system like that help you explore the data?
A: See answers to other questions.

9. Q: Would you prefer to use such a system in VR instead of traditional desktop and
why?
A: VR is a great tool to quickly get an idea about what is happening in the
simulation. This includes identifying areas of interest like e.g., the crater rim and
the material below the actual crater. For larger collisions it’s the global outcome
(merging/hit-and-run/erosion) and identifying larger and smaller fragments. For
detailed analyses and reproducible plots, a traditional desktop might be better
suited because there we need exact borders of our samples and exact ranges for the
plotted parameters.

10. Q: Are there any features that are missing in the system and you would like to
have? Which and why?
A: I think there is no “reset” and/or “reset view” functionality? For me this is
important because I got lost a few times during the demonstration session.

11. Q: What is your general opinion/impression about the system?
A: I am very impressed. Such a tool for interactive, real-time data exploration was
just what we needed from the beginning of our collision simulation efforts (real-time
in the sense of feeding in a set of simulation output frames and navigating within
one frame and also between frames in real-time, not in the sense of simulating
collisions in real time). Especially in the early “exploration” phases of a collision
simulation-based project it is important to get an overview of the big picture (What
happens at all? Are there fragments? If yes which type/consistency/physical
properties? How do physical properties such as pressure, alpha jutzi, damage,
density, temperature/inner energy/. . . behave inside the material? Etc. etc.).
Before we did this with (a) more or less static scripts that produce figures or
predefined videos or (b) interactive exploration in ParaView. ParaView works
nicely but it’s always a 2D projection that lacks the true 3D experience.

In summary, the feedback from Thomas Maindl gave us a lot of information on what
is essential and valuable in our system. We generally received positive comments, with
minor remarks and improvement suggestions. His feedback suggests that our system
provides options and techniques for exploration that were not possible with the systems
and techniques he currently uses to analyze such data. Therefore, he finds our VR
system useful and beneficial, especially for the early "exploration" phases that require a
quick global overview and insight into the data. We integrated most of the improvement
recommendations into our system before the user study with participants, which will be
the topic in the next section.
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8.3 User Study

In total, 10 testers participated in our user study. Among the participants there were
computer scientists, students, and researchers from VRVis. The user study has been
carried out for a period of around three weeks. The participants could book a slot for
a testing session in advance. We planned 90 minutes for each slot since the system is
complex and requires a solid introduction to all features and interaction options. None
of the participants has seen or tried the VR system in advance.

One testing session includes several steps. Since some of the participants were not
familiar or had minimal experience with Virtual Reality technology, we started with an
introductory testing session to familiarize them with our system. We then introduced
the participants to VR and how to use the controllers to interact with the immersive en-
vironment. Afterwards, we introduced them to our work, the motivation and background
information, and the goal and purpose of this thesis. They also watched a 10-minutes
video of all possible system interactions to get first insights into how the system looks and
what possibilities it provides. Before the next part, the participants were asked to fill out a
user information form in Google Forms [Goo08] to provide more background information.
As part of the next step of the testing session, each participant had the chance to try
out our system and get to know the possible interactions and options. We called this
step "Guided System Testing", as the participants were given six different simple tasks to
interact with the environment. These tasks were addressing the technical and interactive
aspects of the application. They were not intended to involve exploration and gaining
insight into the data, but to familiarize participants with the system capabilities first.
The users were encouraged to ask for help and support whenever they did not know how
to perform an interaction or solve a task. Once this step was finished, the testers took a
5-minute break to rest from the virtual experience and reduce the possibility of getting
motion sickness.

After the break, the participants’ actual testing session began. This step is called
"Explorative Tasks", where each task involves exploring different aspects of the point
cloud visualization. Most of the tasks can be accomplished in several ways. We are not
providing any information on how to complete them. Our intend was to leave room for
creativity and flexibility and observe how each participant behaves and what tasks and
features of the system might appear challenging. We continue with a free exploration
task, where each participant could interact with the system freely by using all available
tools. As final part of the user study, the users had to evaluate our system. For the
evaluation we used the System Usability Scale (SUS) [Bro95] and a questionnaire in
Google Forms, covering different aspects of our VR application and each users’ individual
experience with the system. The whole evaluation procedure can be found online [Vas21].
The following sections describe all steps of the testing session in detail and provide a
comprehensive summary of the process and results.
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Figure 8.1: Age distribution chart of the user study participants.

8.3.1 User Information and Introduction

In the first step of our user study evaluation, the participants were asked to provide some
information and answer a few questions about. The information includes:

1. Name - to identify participants through all questionnaires
2. E-mail - to provide the anonymous results of the questionnaires
3. Gender and Age - to see if a participant is representative for certain groups
4. Frequency of computer, AR, and VR usage - the users were asked to provide

information about how often they use computers and AR/VR to determine whether
previous experience plays a role in getting used to the system interactions faster
than non-experienced users

5. Purpose of VR usage - to identify what kind of experience (if any) users have with
VR technology

Out of the 10 participants of the user study, 6 were male and 4 female. Most of the
testers were between 30 and 36 years old, one was 27, and one was 54, as shown in
Figure 8.1. Figure 8.2 illustrates how often do participants use computers, virtual reality,
and augmented reality. As the results show, all of them are using computers regularly.
When it comes to virtual reality - three of the participants have used it only once, four
of them tried it a few times, one is using it sometimes, and only two people are using
this technology regularly. The results for augmented reality are slightly different since
three people are using it regularly, two are using it sometimes, four people used it a few
times, and only one person has tried it only once. To sum up, all participants have tried
virtual reality technology at least once, but only a few of them have plenty of experience.
Figure 8.3 displays the purposes for which the participants used VR and AR technology.
Almost all of them used it to play a game, while only one of them used it to watch a
video. Seven of them implemented a system in VR or AR, and only two participants did
research or participated in a user study related to this kind of technology.
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Figure 8.2: Chart showing how often the participants use computers, virtual reality, and
augmented reality.

Figure 8.3: This chart shows for what purposes did the participants use virtual reality or
augmented reality.

Providing background information is beneficial for identifying the significance of experience
for fulfilling the tasks. Accordingly, we would like to figure out whether people with little
to no experience can get used to the system quickly or would instead need additional
training and learning in the VR technology to get going with our VR application.

As part of this step, the users were also introduced to our work, including background
information about the project, the motivation, and the desired goal. The participants
also watched a 10-minutes video showing our VR setting, the possible interactions, what
they are used for, and how to trigger them. This was intended to provide a general
impression of our VR environment, its components and available exploration tools.
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8.3.2 Guided System Testing

In the second step of our evaluation procedure, the participants had the chance to try our
VR system for the first time and get familiar with the interactions and available features.
The users were encouraged to ask for help and guidance throughout the testing. The
guided system testing is structured in the form of tasks. The participants had to perform
six different tasks, covering diverse aspects of the application. This way, we ensure that
all necessary information required for interacting with the system is presented to the
users. Moreover, this step serves as a preparation for the next step. The users performed
the following tasks:

• Task 1 - Create four probes with different sizes at random places in the environment.

• Task 2 - Change the attribute to pressure or density of two of the probes and
switch to statistics for one other probe.

• Task 3 - Activate the clipping plane and cut out part of the points. Grab the whole
visualization, scale it down/up and place it somewhere else. Delete the clipping
plane.

• Task 4 - Activate ray. Move the TV to a desired position so you can see both the
screen and the visualization. Try to change some settings of the 3D visualization
using the 2D floating menu (color map, point size, shading, transparency etc.).

• Task 5 - Create three probes at the crater. Turn off billboards. Compare the
probes with the probe analyze regions tool for the density attribute. Place the
resulting box plot plane. Copy it and change the attribute.

• Task 6 - Turn off visual links for one of the created box plot planes. Select one
probe and use the animation options to compare three frames of your choice for
the pressure attribute.

The goal of the first task is to get used to the probe tool since it is the central exploration
concept in our system. For this purpose, the participants had to use the controller menu
to select the tool before creating probes. They also had to use the secondary controller
to rescale the probes. In general, this task was quite simple to perform for most of the
participants, especially those who use VR technology regularly. For the testers, who had
tried VR only once or a few times, it took a bit longer to get used to the interactions
required to open the menu, select the tool, and create a probe. Task 2 is intended
to show the participants how to change the attribute of a probe and switch between
histogram and statistics. Changing between the histogram and statistics was easy for
most participants, while changing the attribute was more challenging, since the user
needs to intersect a probe with the main controller while selecting a new attribute on the
secondary controller. In Task 3, the participants had to select the clipping tool and use
it to cut out part of the points. Additionally, they had to use the long-range pointing
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technique to grab the whole point cloud, scale it up or down, and place it at another
location. Clipping was easy to perform for the participants. The grabbing was also
easy. However some users found it a bit difficult to rescale the scene while holding the
grip buttons, but they quickly got used to it. Task 4 focused on the ray tool and the
interactions on the TV screen. After activating the ray tool, the users had to modify some
of the available options on the 2D UI to change different features of the visualization.
There were no difficulties in performing this taks. The final two tasks involved testing the
analyze probe tool. As part of Task 5, the participants had to use the analyze regions tool
to compare three probes according to the attribute density. They also had to place the
plane and use the copy function to duplicate the information of the box plot plane, for
which they required instructions and help. Finally, in Task 6, they had to use the analyze
time tool to compare frames at a particular region. They had to first try out the video
player settings on the controller to modify the animation flow and then select different
frames for comparison. As part of this task, they also had to turn off visual links. This
step of the user study focused on the technical execution and interaction techniques to
achieve a particular setting or result rather than interpret the visualizations.

8.3.3 Explorative Tasks

In the "Explorative Tasks" step of the user study, the participants had to explore the data.
The goal was to get insights into the structure of the data, observe and explore different
parts and regions of the point cloud visualization, and discover trends and patterns. For
this reason, there are no specific guidelines on the required interactions to accomplish a
certain task. Instead the tester has the freedom to decide how to perform a task. The
tasks were:

• Task 1 - Tell me the distribution and differences of the energy attribute at the
impact crater and at the right top edge of the visualization? What are the min/max
and average values?

• Task 2 - Create three probes and analyze them by telling me what differences do
you observe in terms of density? Where is the lowest/highest value? What is the
average at each probe?

• Task 3 - How does the energy attribute vary compared to the density for the same
three probes?

• Task 4 - How does the pressure change at the start, the middle, and end of the
simulation at the impact crater?

• Task 5 - Display visually somehow only the highest energy values (Hint: use
transparency, histogram or data range).

• Task 6 - Explore the visualization however you like and use whatever options you
want (including 2D screen and controllers). What are your observations? What
did you find out?
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Observations

While the users performed the tasks, we observed their exploration process and marked
down the execution time, complexity, and most importantly, how they performed each
task.

Task 1: Most of the participants managed to complete the task in less than 5 minutes.
All of them instantly recognized that they needed to use the probe tool to compare the
two regions. Only a few needed guidance on the interactions required to open the menu
and select the probe tool. Four of the participants used the histogram to answer the
questions from the first task. Four of them used the statistics to read out differences and
min/max values and only two participants started with the analyze regions tool and box
plots. The participants who had more experience with VR technology took less time to
perform the task than those who used it only a few times. Notably, while the participants
generally preferred the histogram, two users found extracting the necessary information
from the histogram to be complex and, therefore, preferred the statistics. Also, this is
related to the precise question - when asking for a min, max, average, the statistics are
clearly easier to interpret since it simply contains the answer.

Task 2: The execution of the second task took around 4 to 5 minutes for most of the
participants. This task is similar to the first one, with the only difference that the
users needed to compare three instead of two probes and had to work with the density
attribute instead of energy. As a result of the task similarity, some participants again
used histograms and statistics to perform the comparison. However, they quickly came
to the conclusion that it was challenging to keep track of all the information and compare
several probes with this approach. Consequently, they switched to the analyze regions
tool and used box plots for the purpose. As for Task 1, two participants had problems
with interpreting box plots. We also observed that the participants already in this task
started getting used to the system interactions.

Task 3: Before solving Task 3, the participants were explicitly instructed to keep the
settings and probes constructed in Task 2, since Task 3 builds on them. On average,
the users took about 3 minutes to complete the task, as it required similar interactions
to the previous task. All of the participants found the box plots the most suitable
solution for comparing different attributes of the same probes. Some participants started
selecting all three probes again in the same order and then chose the desired attribute.
Others remembered that the system provides a faster approach for this specific case, the
"Copy"-feature, so they used it to copy the whole plane and only changed the attribute.

Task 4: To complete Task 4, all participants recognized that they had to use the analyze
time tool to compare frames and observe simulation progress in time. They took, on
average, around 3 to 4 minutes to complete the task. As they were already familiar with
the box plots, this significantly reduced interpretation time. However, some of them
struggled with selecting the desired frames. For this tool, the user first needs to select a
probe, and afterwards, the current frame is directly displayed as a box plot on the plane.
All other frames need to be added using the screenshot button, represented by a check
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mark icon, which can be found at the video player options on the controller menu. This
type of interaction was challenging for some participants. The challenge came from the
fact that the video player menu is working only by touching. Therefore, some participants
accidentally touched parts they did not intend to or forgot about touching and clicked
on the touchpad, automatically opening the main menu. As a result, they had to open
the video player menu again.

Task 5: Task 5 was intended to encourage participants to use the 2D UI on the TV
screen. There are several ways on how to display the highest energy values, so the users
were given the freedom on how to perform the task and also interpret what is considered
as a high energy value. Four of the participants used transparency settings, as they find
this functionality appealing and also suitable for the given task. Three of the participants
used the data range options to filter out data and highlight only the points with higher
energy values. Two of the users applied the higher outliers checkbox to display only
the points considered to be outliers according to the energy attribute. Finally, only one
participant used the histogram to brush data and filter only the highest energy values.
The results show that there is not a single preferable approach to solve Task 5 and all
users have their own preferences. In general, the participants spent more time on this
task compared to the previous one. On average it took around 5 to 6 minutes, as the
users wanted to try out different options.

Task 6: The final task was a free exploration task, where the users were given about
5 to 10 minutes to explore the visualization freely and try available options on their
own. As Task 5 was about using the 2D UI, most participants continued trying the
different options on the TV screen. Some participants mainly focused on shading and
transparency, while others tried out the clipping options. Some of the testers combined
the settings of the 2D UI with the controllers’ tools to explore the visualization. In
general, most participants were highly involved in the exploration process and wanted to
spend more time testing our VR system.

Most of the participants quickly got used to the interactions and system capabilities.
Some of them needed several hints and guidance on how to perform a specific action for
some tasks. We did not expect unfamiliarity with interpreting box plots and histograms
in our target audience. However, we conjecture that our tasks were relatively simple
from a statistical point of view, biasing our evaluation towards the statistics instead of
the box plots and histograms. Also, interestingly for some tasks with multiple solution
strategies, we did not see clear preferences, which indicates that there is no single best
tool for the tasks we asked for.

8.3.4 Usability Evaluation

After performing the explorative tasks, the participants evaluated our system according
to different aspects by filling out several questionnaires. In this step, we mainly focused
on our system’s performance, usability, and general effectiveness. First, the users had
to evaluate the usability of our system. For this purpose, we used the System Usability
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Scale (SUS) ([Bro95]), which is a popular way to measure the perceived usability of a
particular system. The SUS is a 5-point Likert scale consisting of 10 questions that users
need to answer. The participants have to rank each question from 1 to 5, depending on
how much they agree with the statement. 5 means that the user strongly agrees, while 1
would mean that the user strongly disagrees with the given statement. The 10 standard
questions of the SUS are:

1. I think that I would like to use this system frequently.
2. I found the system unnecessarily complex.
3. I thought the system was easy to use.
4. I think that I would need support of a technical person to be able to use this

system.
5. I found the various functions in this system were well integrated.
6. I thought there was too much inconsistency in this system.
7. I would imagine that most people would learn to use this system very quickly.
8. I found the system very awkward to use.
9. I felt very confident using the system.

10. I needed to learn a lot of things before I could get going with this system.

Figure 8.4: SUS Score curve showing the corresponding percentile ranks and grades
[Sau18]

After the users have ranked each of the questions based on their level of agreement, the
SUS score for each participant can be calculated. The calculation happens by first adding
the points for each odd-numbered question and subtracting 5 from the score. Then the
points of all even-numbered questions should also be summed up, and the resulting value
should be subtracted from 25. The two resulting values should be added up. Finally,
the total score should be multiplied by 2.5, and the result gives the SUS score. These
calculations are necessary to get a score out of 100. It is crucial to outline that this
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score is not a percentage. However, a SUS score can be converted into a percentile rank.
Figure 8.4 shows the percentile ranks for the different SUS scores. The average score
(at the 50th percentile) is 68, meaning that a SUS score above 68 is above average and
below 68 is below average. A SUS score can also be interpreted as a grade, similar to the
grades in schools. Grades range from A to F, where A indicates a superior performance,
F illustrates a failing performance, and C indicates an "average" performance. Each SUS
score corresponds to one of the given grades, as it can be seen in Figure 8.4.

Figure 8.5 represents a bar chart of the participants’ ratings for each question of the
SUS. In general, most of the participants would use the system rather frequently, do
not find it unnecessarily complex, and believe that they would not need the support of
a technical person to be able to use the system. They also think that they will learn
the system quickly and not need to learn many things before using it. However, some
individual answers show that a few participants had a more challenging experience with
the system’s usability. These participants did not find the system easy to use, so they
believe they would need more time to learn how to use it, and, therefore, did not feel
confident. Nevertheless, this is an expected result because the system is complex and
provides a wide variety of exploration options. Furthermore, interactions are challenging
for people with less experience in VR. Also, astronomers and novice users have different
approaches to exploration and interactions. Clearly, the domain is specific, and domain
experts have a clear advantage given the system’s complexity. Nonetheless, according to
most of the responses, the system does not seem excessively complicated to interact with
and does not require a highly time-consuming learning process to use it.

(a)

Figure 8.5: Graphical representations of the responses concerning the SUS for each
individual question.
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(b)

(c)

(d)

Figure 8.5: Graphical representations of the responses concerning the SUS for each
individual question.
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(e)

(f)

(g)

Figure 8.5: Graphical representations of the responses concerning the SUS for each
individual question.
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(h)

(i)

(j)

Figure 8.5: Graphical representations of the responses concerning the SUS for each
individual question.
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Participant SUS Score

Participant 1 82.5
Participant 2 82.5
Participant 3 77.5
Participant 4 85.0
Participant 5 32.5
Participant 6 72.5
Participant 7 62.5
Participant 8 95.0
Participant 9 92.5
Participant 10 92.5

Average 77.5

Table 8.1: The table displays the individual SUS score of each participant as well as the
average SUS score of all 10 participants.

Table 8.1 illustrates the SUS score of each participant, as well as the average SUS score of
all participants. Most of the participants have SUS scores above 68. Three participants
have a score above 90, three have a score between 80 and 90, and two have a score
between 70 and 80. Only two participants have a score below 68 - Participant 5 with
32.5 and Participant 7 with 62.5. The average SUS score of all participants is 77.5,
with a percentile of around 80 % and a grade B. This result suggests that the perceived
usability is above average. Consequently, the results indicate that our system provides a
relatively high-quality user experience in terms of effectiveness, efficiency, and overall
user satisfaction. Nevertheless, it also suggests room for improvement and that some
interactions or system features could be modified or simplified.

8.3.5 General System Evaluation

In the last step of our evaluation procedure, the users had to fill out a more extensive
questionnaire. It is split into three different categories, according to which aspect of the
system is evaluated. The three categories are - interactions, visualizations, and general
questions. Each category consists of around 8 to 10 questions on a 7-Likert scale from 0
to 6, where 0 means "Completely False" and 6 means "Completely True". Depending on
the question, the users can rate if and to what extent they find the statement/property
true. In each category after the Likert-scale questions, the participants can express their
personal opinion about what they found particularly useful in the system and what could
be improved, and how.

Interactions Questions

In the first category, we evaluated different aspects of the system interactions:

1. How natural did your interactions with the environment seem?
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2. How responsive was the environment to actions you initiated (or performed)?
3. How natural was your navigation/movement through virtual space?
4. Were you able to anticipate what would happen next in response to the actions

that you performed?
5. How well could you move or manipulate objects in the virtual environment?
6. How intuitive could you navigate through the controllers menu?
7. How natural could you create probes?
8. How intuitive could you compare regions/time frames?
9. How useful did you find the 2D floating menu and the options it provides?

10. How helpful was haptic feedback for completing interactions?
11. Give your personal opinion about the interactions in the system. What do you find

particularly good and why? What would you improve and how?

Figure 8.6 shows a table of the resulting answers to each of the questions. For this
category, the participants had to rate 10 questions on a 7-point Likert scale. The results
of the questions are represented in the columns, where each black circle corresponds
to a participant’s response. The rows display the possible ratings of the Likert scale,
varying from 0 to 6. Ratings from 4 to 6 portray positive feedback to various aspects
of the system. The higher the rating, the more the participant "agrees" with a given
question. A response of 3 is neutral, meaning that the user neither agrees nor disagrees
with a given question. Ratings from 0 to 2 illustrate negative feedback of different
aspects of our system. The lower the rating, the more the user "disagrees" with the given
statement. The strength of the responses is also indicated with a color grading. Green
color illustrates positive feedback (the higher the saturation, the higher the positivity
level), grey indicates a neutral response, and red portrays negative feedback (the higher
the saturation, the higher the negativity level).

As shown in the table, the majority of responses represent positive feedback for the
various aspects of the system. Few responses are neutral, and several fall into the negative
feedback. However, none of the participants responded with a score less than 1. One
participant does not find the interactions with the environment completely natural. One
participant was somewhat unable to anticipate what would happen next in response to
his/her actions. These replies are not surprising since all participants tried the system
for the first time and had a limited time for testing it. The responses for two of the
questions are distributed over all possible scales, except for 0. One of them is Question 6
regarding the intuitiveness of the navigation through the controllers’ menus. The reason
most probably lies in the fact that the controllers’ menus combine several different types
of interaction. For switching between the tools, the user only needs to touch the trackpad,
and for selecting the desired tool, the user needs to click on the trackpad button. The
video player for controlling the animation, however, works only by touching. Therefore,
this might be confusing for the users when they first try the system. The second question
with replies over several scales is Question 8, which is about the intuitiveness of comparing
regions/frames. The analyze probe tool is a rather complex tool, including a variety of
options, which is most probably the reason why some participants found the comparison
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Figure 8.6: Table illustrating the participants’ responses to the interactions questionnaire

challenging. Regarding Question 9, one user does not find the 2D floating menu and the
options it provides useful. Other than that, the remaining questions received primarily
positive feedback.

Question 11 was open-ended. The participants had to express their personal opinion
about the interactions by describing what they found good and what could, in their
opinion, be improved. Several participants replied that they found the interactions are
well structured and easy to learn and perform. Most of the users also believe that they
do not need a long period of training time to get used to the system. Additionally,
some users find that the interactions are well integrated despite the system’s complexity
and the wide variety of options. Some participants also gave suggestions about possible
improvements. Participant 2 suggested adding more labels to the buttons to show the
available functionality of the controllers. Participant 4 proposed displaying the graphs
(histogram or statistics) also while moving and scaling the probes, involving real-time
data updates. According to Participant 5, it is possible to make errors, as some of the
controllers’ buttons were used for several different purposes. Therefore, the user suggested
adding a menu with tabs attached to one of the controllers for navigation and tools
selections. Participant 6 recommended adding a symbol or 3D object to the analyze probe
tool. In this way, the tester can quickly identify that this tool is also an option, since it
is the only tool that does not have a 3D object representation. Finally, Participant 9
suggested improving consistency regarding touch vs. press controls on the trackpad.

Visualizations Questions

In the second section of our questionnaire, the participants had to evaluate the visualiza-
tions and visual aspects of the system according to the following questions:

1. How much did the visual aspects of the environment involve you?
2. How completely were you able to actively survey or search the environment using

vision?
3. How well could you examine objects from multiple viewpoints?
4. How well could you perceive the structure of the data?
5. How well could you compare the attributes of different regions/frames using box

plots?
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Figure 8.7: Table illustrating the participants’ responses to the visualizations questionnaire

6. How helpful do you find the visual links for indicating the respective probe for the
box plot?

7. How compelling did you find the animation/simulation?
8. How useful did you find the histogram/statistics above the probes?
9. Which visualization technique did you personally find most expressive and useful?

10. Which of the rendering types did you personally find most expressive and informa-
tive?

11. Give your personal opinion about the visualizations in the system. What do you
find particularly good and why? What would you improve and how?

Figure 8.7 represents the scores for the visualization questions. The participants had
to answer 8 questions on a Likert scale. As can be recognized from the table, most of
the responses are in the positive feedback range. There are only two neutral responses
and one response is somewhat negative. The negative response was given to Question 5,
asking how well participants could compare different regions/frames attributes using a
box plot. This question is similar to Question 5 in the interactions category. However,
in this case, we are asking about the visual aspect of the comparison. As some people
faced challenges in interpreting the box plots, it is probably the reason for having a
response in the negative segment of the table. Other than that, the results show that
the participants were satisfied with the visual aspects of the system and did not have
significant difficulties examining the simulation.

Questions 9 and 10 in this category were single-choice questions, where the users had
to choose an answer according to their preferences among several options. In Question
9 the participants had to select the visualization technique that they found the most
expressive and useful one. They could choose from histogram, statistics, box plot, and
a parallel coordinates plot. Figure 8.8 shows the results of the participants’ responses.
None of the users selected the parallel coordinates plot as most expressive and useful.
The parallel coordinates plot was introduced for the basis implementation on a 2D screen
and have a limited functionality only (see Chapter 4). In our VR system we do not
extend that functionality and do not provide parallel coordinates plots in 3D space like
histograms, so that the only interaction with this type of plot is through the 2D UI.
This is probably the main reason why most users did not even interact with the parallel
coordinates plot. One participant prefers the histogram visualization over the others.
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Figure 8.8: Bar chart representing the preference for most expressive and useful visual-
ization technique for each participant.

Four participants personally find the statistics most helpful and expressive. Some of
them communicated that they could not interpret the other visualization plots, which
presumably explains their choice. Half of the participants preferred the box plots over
the other three alternatives. Some of them argumented that the box plots are, to a
certain extent, a combination of the histogram and statistics and are more suitable for
comparing datasets. Several participants were indecisive while answering this question.
They said it is hard for them to choose one particular visualization technique since they
are all suitable for different cases. Therefore, these users said that they find it good to
have a variety of techniques and switch between them, according to the context and the
task.

In Question 10 the participants had to select the rendering technique they found most
expressive and informative. The results for this question are illustrated on a bar chart in
Figure 8.9. 60 % of the users selected transparency. Some of them said that a tester can
observe regions with high or low attribute values in transparency mode while still getting
a global overview of the structure. Three of the participants selected the flat 2D circles
because they said it was the most straightforward technique. However, they would prefer
some of the other techniques depending on the use case. Only one participant chose the
impostor rendering technique over the others, as he/she believes this is the best way to
perceive both the global structure and minor structure roughness.

Finally, in Question 11 the participants had to express their personal opinion regarding
the visualizations in the system - what they found particularly good and what could be
improved. Some participants mentioned that they found the visualizations well-designed
and useful. They helped them to understand how the simulation works. They also do not
imagine that this would work so well in 2D desktop environments. Many users expressed
positive impressions on alpha blending, which helped them inspect and quickly understand
hidden features of the data. One participant found the clipping tool particularly helpful,
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Figure 8.9: Bar chart representing the preference for most expressive and informative
rendering technique for each participant.

as this allowed him to get rapid insights into the inner parts of the dataset. According to
one participant having a more fine-grained selection of min, max, and alpha values in
the transparency panel would improve the system. Another participant said that she
imagines that this system would be an excellent tool for experts to explore the Impact
simulation data. However, for an inexperienced user, there are too many features at once.
Therefore, the participant suggested adding an expert and non-expert mode, which would
help hide some features for people who are using the system for the first time. According
to another participant, it would be beneficial to have also automatic defaults for the
transparency mode since it was challenging for him to find suitable parameters for every
attribute.

General Questions

In the final section of the questionnaire, the participants had to answer several general
questions about the system regarding their experience. These questions include system
performance, level of confidence, satisfaction, presence, motion-sickness occurrence, and
others:

1. How quickly did you adjust to the virtual environment experience?
2. How confident did you feel while using the system?
3. How efficient did you find the performance of the system (Performance in terms of

lagging, delay, jitter)?
4. How present did you feel in the virtual environment?
5. How much did the visual display quality interfere or distract you from performing

assigned tasks or required activities?
6. How well could you concentrate on the assigned tasks or required activities rather

than on the mechanisms used to perform those tasks or activities?
7. To what extent did you feel motion-sickness symptoms?
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Figure 8.10: Table illustrating the participants’ responses to the general questionnaire

8. Are you satisfied with the experience the system provides?
9. Were you able to gain insight and find out interesting information about the data

while exploring?
10. What were you able to find out?
11. If you have any other remarks about the system, for example what did you mostly

like or general improvement suggestions, you can share them here.

The table in Figure 8.10 shows the responses of the participants to 9 general questions
on a 7-point Likert scale. For the sake of consistency, negatively formulated questions
are converted to positively formulated questions so that they correctly fit into the table
responses. These questions are marked with an asterisk sign. Similar to the other two
question categories, most of the scores are situated in the positive range of the table.
There are five neutral responses, and seven fall into the negative feedback region. The
first negative response with a score of 2 is on Question 2. In Question 2 the participants
were asked about how confident they felt while using the system. Since all of them are
using the system for the first time, it is quite probable that some of them are not feeling
too confident due to the large number of features. Question 3 is about the efficiency and
performance of the system regarding lagging, delay, jitter. One participant gave a score
of 2, and another one gave a score of 3. Although our system provides high performance,
there are cases when lagging might occur. One such case is when the user increases the
point size. Another case is when the HMD and the controllers are not within the tracking
range of the base stations. Questions 5 and 6 received two negative responses each. As
the participants are inexperienced testers of our system, it is challenging for them to
concentrate solely on the assigned tasks without thinking about how to perform them.
Fortunately, none of the participants experienced any severe motion-sickness symptoms.
In general, most of the testers are satisfied with the experience of our VR application.

In Question 9 the users were asked if they could find out interesting information about
the data, and in Question 10 the participants had to describe what they were able to
find out. The findings of each participant are the following:

• Participant 1 - "The distribution of some attributes; differences and similarities
of different regions; change pressure over time at the impact crater."
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• Participant 2 - "That there are differences in density and energy in the center
and on the corners or the particles moving away from the crater."

• Participant 3 - "How the energy of the impact spreads out over time and where
the extreme values are positioned within the dataset."

• Participant 4 - "The distribution of energy and pressure around and within the
impact region and their change over time."

• Participant 5 - "About the different aspects and properties of the simulation and
how to get insight into the Impact simulation data with the help of the VR system
in an interactive way."

• Participant 6 - "That the density grows at the borders and on at certain point the
asteroid surface breaks because the density is getting too high."

• Participant 7 - "Using plots directly in VR does provide some interesting insights
into different properties of a simulation."

• Participant 8 - "How heterogeneous data of an impact develops and its correla-
tions."

• Participant 9 - "Cracks in the inner structure of the data; the shape of the impact
site (it was a spherical shape with inner impact fragments); changes over time in
density and energy of the material; comparison of the energetic properties near and
far away from the impact site."

• Participant 10 - "Differences between the attributes of the points inside the crater,
at the corner of the visualization, and the furthest points of the explosion."

In the final question, the participants were asked to express their general impression about
the VR system and their experience and suggest what could be improved. Several users
mentioned that they genuinely like the resulting system and the exploration capabilities
it provides. One participant expressed that he/she finds it particularly beneficial to
interact with the objects and the scene directly and is, in her/his opinion, a funnier and
more insightful way of studying data. A comment made by another participant was that
the combination of 2D UI screen and controller interactions is well-integrated since the
controllers provide the central tools for 3D exploration, and the 2D screen expands the
functionality further, which results in a sophisticated system for exploration. Another
user found the 3D interactions and visualizations particularly effective and appropriate
for simulation data like the Impact simulation data. As part of future development, this
user also suggested replacing part of the 2D visualizations with 3D, such as 3D histograms.
One participant communicated that the user interface should not occlude the data when
transparency mode is turned on. According to another participant, a help menu might
be useful to learn the system without any guidance. Furthermore, one tester suggested
providing a reference to the captured frame on the histogram to avoid confusion.
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8.4 Discussion

We split our evaluation procedure into two parts. In the first part, we evaluated our
system with a domain expert, and in the second part, we conducted a user study with
ten participants. The focus of the evaluation with the domain expert was to test the
feasibility of our system and review the appropriateness of a VR technology for the given
task. The feedback shows that our system is promising and equips the domain experts
with the necessary tools to accomplish their exploration objectives. Thomas Maindl
also commented on possible improvements and features that he finds valuable and that
would enhance their experience and exploration procedure. Furthermore, according to
the domain expert, VR technology is a reasonable choice for the given problem domain
and data type. It helps users to quickly get an idea about the simulation by identifying
regions of interest, examining various properties, comparing areas and time frames, and
drawing conclusions about characteristics. Also, it allows a tester to be inside the data
and directly interact with components and in this way is more involved in the exploration
process.

On the other hand, the user study was intended to mainly investigate the usability,
interactivity adaptation, and overall satisfaction of users, testing our system. The
results of the SUS and our questionnaires suggest that our system is generally usable,
relatively quick to learn, and provides an enjoyable way of exploring data. However,
several participants experienced some challenges with the adaptation to our interaction
techniques. As a result of that, our primary focus in improving the system will be on
the interactions. With our whole evaluation procedure, we were able to address all three
research questions we set in the beginning and provide a detailed understanding of the
substantial aspects of our VR system. Besides, we discovered parts that should undergo
some modifications and improvements and could be part of future developments.
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CHAPTER 9
Conclusion and Future Work

The following section gives a conclusion regarding the proposed VR system for visualizing
and exploring the time-dependent multivariate Impact simulation data. The conclusion is
followed by a discussion of improving existing limitations and new possibilities for future
developments.

9.1 Conclusion

In this thesis, we proposed a novel Virtual Reality system for the visualization and
interactive exploration of the time-dependent multivariate Impact simulation data. For
visualization, the impact simulation can be exported as point data - one point cloud per
time-step, which is the input for our application. The simulation consists of multiple
frames and represents an impact with an asteroid. We visualize the data by a 3D
point cloud located at the center of the virtual environment. The main objective of our
system is to provide domain experts various VR tools to support Impact simulation data
exploration and get insight into its characteristics. Our system enables interaction with
the point cloud and provides diverse options for exploring its properties. The system
requirements have been formulated together with domain experts, and the provided
capabilities are adjusted explicitly according to their requests and needs.

Our system combines 3D controller tools and a 2D UI integrated into the environment
to support exploration. The primary exploration tool is called the probe, which is a 3D
geometric object used to analyze particular regions of the point cloud in more detail. For
our application, we used spheres. For exploring regions, we provide histogram plots and
a statistical summary for the points inside each probe. These statistical visualizations
allow experts to read out trends and characteristics at a particular location. We also
provide tools for comparing different regions or time changes in a particular area by
introducing box plot planes. Our system supports several rendering modes, including
impostor rendering of spheres and transparency rendering using alpha blending. These
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modes are used to discover hidden properties in the point cloud structure and better
understand attribute distributions. Moreover, our system provides a variety of additional
settings to modify the appearance of the point cloud, filter data or cut it with the
integrated clipping planes. To achieve a smooth and natural experience, we combine
close-range and long-range object manipulation techniques chosen depending on the task.
Last but not least, we provide a simple scene with natural navigation in the environment,
resembling the normal physical walking of a person.

Furthermore, we evaluate our system with a user study, to test its feasibility for domain
experts and discover potential challenges for participants. The evaluation is split into
two parts. The first part involves an evaluation with a domain expert, and in the second
part, we conduct an extensive user study with ten participants. The goals we set at the
beginning of the thesis were to provide a novel system in Virtual Reality with various
exploration tools to support domain experts in analyzing the Impact simulation data
intuitively and interactively. Therefore, with our evaluation, we want to address three
main aspects of our thesis:

1. Is a Virtual Reality environment suitable for time-dependent multivariate data in
general?

2. Is the resulting system intuitive and usable?

3. Can the system support and help domain experts in solving their tasks?

The first part is intended to provide an answer mainly to the third question but also
addresses the first question. In contrast, in the second part, we test the system usability
and general satisfaction of participants, thus addressing the second question primarily.
In the testing session with the domain expert we evaluated the features of the system
and received feedback. The observations and results suggest that the domain expert is
generally satisfied with the given capabilities of our system and sees the benefits of a
VR environment for the exploration, as it provides a quick and practical way to get an
overview of the simulation. The main advantage for him is that with VR, he can be
inside the data and quickly analyze different areas by getting real-time results. With
his traditional way of exploring the data using scripts, he has to wait for several hours
until he gets the results. The user study gave us helpful feedback regarding usability,
interactions, visualizations, and user satisfaction. The results indicate generally positive
responses regarding different aspects of our system. Most users were able to quickly
adapt to the system capabilities and provide various observations regarding the Impact
simulation data and its properties. The feedback from the user study also included several
critical comments and improvement suggestions that require further research to provide
an even better user experience. The improvement recommendations and critical issues
were mainly regarding the interactions, their complexity, and partly their inconsistency.
The given feedback is highly beneficial for future development and system enhancements.
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9.2 Future Work

As of November 2021, there is no comparable system in visualizing time-dependent data
in a similar way as our VR system, so there is plenty of room for improvement. One
possible improvement could be to adapt the given techniques and approach for other
time-dependent and multivariate datasets with properties similar to the Impact simulation
data. Another possibility is to overcome some of the existing limitations and provide
better performance. In our current approach, we limit the frames in the animation to
ten, because all frames need to be kept in memory. The system starts lagging with a
larger number of frames. We could consider better data handling, memory allocations,
and data structures to enhance performance when having more frames.

Furthermore, static plots could be converted into dynamic ones by introducing parallel
techniques to update information for several probes simultaneously. Also, we could
implement a more sophisticated algorithm for billboard displacement in case points from
the point cloud occlude a billboard. The integration of a 2D UI in a 3D immersive system
was surprisingly positively accepted and can, therefore, be another aspect to research
further.

Another area for further research are the interaction techniques. Several users struggled
in the beginning with the information overload regarding the possible interactions. For
this reason, we could include labels for the various options on the menus that could be
displayed on demand. Another option would be, as suggested by one of the user study
participants, to provide a novice and expert mode of the system allowing users a faster
adaptation without too much information overload.

Just as importantly, for future work, we can consider further domain experts’ requests.
Clearly, for making the work even more usable it should be possible to export plots and
findings for integrating them in other tools or research. Moreover, we could optimize
some of the existing options to incorporate only the needed tools for domain experts.
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